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Summary

The present report is the eighteenth in a series describing research

in automatic information storage and retrieval conducted by the Department

of Computer Science at Cornell University. The report covering work carried

out by the SMART project for approximately one year (summer 1969 to summer

1970) is separated into five parts: automatic content analysis (Sections

I to IV), automatic dictionary construction (Sections V to VII), user feed-

back procedures (Sections VIII to XI), document ar3 query clustering methods

(Sections XII and XIII), aud SMART systems design for on-line operations

Sections XIV and XV).

Most recipients of SMART project reports will experience a gap in

the series of scientific reports received to date. Report ISR-17, consisting

of a master's thesis by Thomas Brauen entitled "Document Vector Modification

in On-line Information Retrieval Systems" was prepared for limited distribu-

tion during the fall of 1369. Report ISR-17 is available from the National

Technial Information Service in Springfield, Virginia 22151, under order

number PB 186-135.

The SMART system continues to operate in a bat.:11 processing mode

on the IBM 360 mode] 65 system 4: Cornell University. The standard processing

mode is eventually to be replaced by an on-line system using time-shared

console devices for input and output. The overall design for such an on-line

version of SMAR',' %as been completed, and is described in Section XIV of the

present report. While awaiting the tine-sharing implementation of the

system, new retrieval experiments have been performed using larger document

collections within the existing system. Attempts to compare the performance

xv
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of several collections oi different sizes must take into account the

collection "generality". A study of this problem is made in Section II of

the present report. Of special interest may also be the new procedures

for the automatic recognition of "common" words in English texts (Section

VI), and the automatic construction of thesauruses and dictionaries for use

in an automatic language analysis system (Section VII). Finally, a new

inexpensive method of document classification aid tens grouping is

described and evaluated in Section XII of the present report.

Sections I to IV cover experiments in automatic content analysis

and automatic indexip.q. Section I by S. F. Weiss contains the results of

experiments, using statistical and syntactic procedures for the automatic

recognition of phrases in written texts. It is shown once again that be-

cause of the relative heterogeneity of most document collections, and

the sparseness of the document space, phrases are not normally needed

for content identification.

In Section II by G. Salton, the "generality" problem is examined

which arises when two or more distinct collections are compared in a

retrieval environment. It is shown . . proportionately fewer nonrelevant

items tend to be retrieved when large' collections (of low generality)

are used, than when small, high generality collections serve for evaluation

purposes. The systems viewpoint thus normally favors the larger, low

generality output, whereas the user viewpoint, prefers du: performance of

the smaller collection.

The effectiveness; of bibliographic citations for content analysis

purposes is examined in Section III by G. Salton. It is shown that in

some situations when the citation space is reasonably a, the use ,af

x.i
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citations attached to documents is even more effective than the use of

standard keywords or descriptors. In any case, citations should be added

to the normal descriptors whenever they happen to be available.

In the last section of Part 1, certain template analysis methods

are applied to the automatic resolution of ambiguous constructions

(Section IV by S. F. 1.:eiss). It is shown that a set of contextual rules

can be constructed by a semi-automatic learning process, which will eventually

lead to an automatic recognition of over nin.?ty percent of the exili7ting

textual ambiguities.

Part 2, consisting of Sections V, VI and VII covers procedures

for the automatic construction of dictionaries and thesauruses useful in

text analysis systems. In Section V by D. Bergmark it is shown that word

stem methods using large common word lists are more effective in an infor-

mation retrieval environment that some manually constructed thesauruses,

even though the latter also include synonym recognition facilicie .

A new model for the automatic determination of " common" words

(which are not to be used for content identification) is proposed and

evaluated in Section VI Ly K. Bonwi.t and J. Aste-Tonsmann. The resulting

process can be incorporated into fully automatic dictionary construction

systems. The complet. thesaurus construction problem is reviewed in Section

VII by G. Salton, and the effectiveness of a variety of automatic dictionaries

is evaluated.

Part 3, consisting of Sections VIII through XI, deals with a

number of refinements of the normal relevance feedback process which has

been examined in ? Yuriber of previous reports in tFis series. In Section

VIII by T. P. Baker, a query splitting process is evaluated in which input

xvii 1 "



queries are split into two or more parts during feedback whenever the

relevant documents identified by the user are separated by one or more non-

relevant ones.

The effec:iveness of relevance feedback techniques in an environ-

ment cs variable generality is examined in Section IX by B. Capps and M.

Yin. It is shown that some of the feedback techniques are equally applica-

ble to collections of small and large generality. Techniques of negative

feedback (when no relevant items are identified by the users, but only

nonrelevant ones) are considered in Section X by M. Xerchner. It is shown

that a number of selective negative techniques, in which only certain

specific concepts are actually modified during the feedback process, bring

good improvements in retrieval effectiveness over the standard nonselective

methods.

Finally, a new feedback methodology in which a number of dor-.1ments

jointly identified as relevant to earlier queries are used as a set for

relevance feedback purposes is proposed and evaluated in Section XI by L.

Paavola.

Two new clustering techniques are examined in Part 3 of this report,

consisting of Sections XII and XIII. A controlled, inexpensive, single-pass

clustering algorithm is described and evaluated in Section XII by D. 3.

Johnson and J. M. Lafuente. In this clustering method, each document is

examined only once, and the procedure is shown to be equivalent in certain

circumstances to other more demanding clustering procedures.

The query clustering process, in which query groups are used to

define the information search strategy is studied in Section XIII by S.

Woror.a. A variety of parameter values is evaluated in a retrieval environ-



ment to be used for cluster generation, centroid definition, and final

search strategy.

The list part, number five, consisting of Sections XIV and XV,

covers the design of on-line information retrieval systems. A new

SMART system design for on-line use is proposed in Section XIV by D. and

R. Williamson, based cn the concepts of pseudo-batching and the interaction

of a cycling program with a console monitor. The user interface and

.conversational facilities are also described.

A template analysis technique is used in Section XV by S. F. Weiss

for the implementation of conversational retrieval systems used in a time-

sharing environment. The effectiveness of the metl-cd is discussed, as

well as its implementation in a retrieval situation.

Additional automatic content analysis and search procedures used

with the SMI.RT system are described in several previous reports in this

series, ir;luding notably repo:ts ISR-11 to ISR-16 published between 1966

and 1969. These reports are all available from the National Technical

Information Service in Springfield, Virginia.

G. Salton

xix



I. Content Analysis in Information Retrieval

S. F. '..Teiss

Abstract

I-1

In information retrieval there exist a number of content analysis

schemes which analyze natural language text to varying degrees of complexity.

Regard.,ess of how well the text analysis is performed by each process,

the true value of a given process lies in its effectiveness as an information

retrieval tool. The performance may in each case be investigated by

actual retrieval tests using the various proposed content analysis schemes.

Results obtained with a variety of linguistic phrase recognition

methods show that very little, if any, improvements in retrieval effectiveness

are obtained when any of the refined content analysis schemes arc used

with existing document collections. The main reason appears to be the fact

that the value of refined content analysis systems resides in their

effectiveness in separating lexically similar, but semantically different

documents. Existing collections are too sparse, and do not contain many

close documents. When denser collections are created, it can be shown that

linguistic content anal"sis methods become of increasing value as the density

increases. The queries also influence the type of content analysis to be

used. In general, queries of the question-answering variety show improved

retrieval results with increasing refinements in the content analysis.

Document retrieval queries do not exhibit this type of improvement.

Future work must be devoted to a determination of what nakes a user

judge a particular document to be relevant. With more insight into the

relevance area, the role of linguistic content analysis in information

retrieval may become more clearly defined.
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1. Introduction

The purpose of a content analysis system as considered in this study

is as an information retrieval aid. It is therefore necessary to perform

retrieval using various content analysis methods to determine how well it

fulfills its actual role. This study presents experiments and results

aimed at determining the concitions under which content analysis improves

retrieval results as well as the degree of improvement obtained. All

information retrieval systems use some degree of content analysis in its

broadest sense. This is generally in the form of assignment of concept

indicators to Individual words. But in this study content analysis refers

to the analysis and utilizaticn of multi-word groups as information

retrieval tools.

Using phrases determined by content analysis as an information

retrieval aid is theoretically very appealing. It adds anothei dimension

to search capabilities beyond the single word matching used by most

infromation retrieval systems. Documents and queries are matched not

only on content, but on the interrelationship of content elements as well.

Hutchins (31 has proposed an information retrieval system based solely

on the cooccurrence of phrases in documents and queries. However, some

experiments indicate that phrases alone may be too strict a criterion

for useful results. A more reasonable approach is to use phrases in

conjunction with a less structured method such as word or concept matching.

Therefore in this study phrases are considered as an adjunct to single concept

matching.

A number of existing information retrieval systems permit

searching on multi-word structured information. Some systems such as that

designed by Curtice and Jones at Arthur D. Little (11 index documents
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and queries by contiguous word pairs as well as individual words. Retrieval

is thus aided by this rudimentary form of phrase analysis. The IBM

Document Processing System [4] takes this capability one step further.

Multi-word search keys can be specified using a number of options besides

simple contiguity. For example, consider the sample queries below. Query A

retrieves documents containing "information" and "retrieval" in that order

and separated by at most one other word. Query B retrieves documents

with the same two words separated by at most one word but with no restriction

on ordering. This will retrieve "information retrieval" as well as

'retrieval of information". Queries C and D further relax the proximity

criterion and retrieve documents in which "information" and "retrieval"

occur within the same sentence and the same paragraph respectively.

A. INFORMATION RETRIEVAL (+1)

B. INFORMATION RETRIEVAL (-fl)

C. INFORMATION RETRIEVAL (SEN)

D. INFORMATION RETRIEVAL {PAR)

This specification is an attempt to perform some degree of semantic

normalization. It permits the association of phrases which are semantically

similar but structurally different. However the IBM system and others like

it approach the semantic normalization by structural rather than semantic

means. The resultant semantic processes are hence necessarily very

superficial. As Lesk points out, phrases determined by processes of this

type may cooccur in documents and queries too infrequently for them to be

of any practical value. Lesk therefore proposes an information retrieval

system which documents and queries are subjected to a complex syntactic

and semantic analysis. Phrase normalization is then based on meaning rather

2
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than just structure [5]. A few other semantically based content analys.i.s

schemes exist such as the manual indexing process developed by Mandersloot,

Douglas and Spicer [2]. Of all existing information retrieval systems with

content analysis cek acilities, the SMART system provides the greatest

variety of content analysis methods. This makes SMART an excellent

experimental facility for testing content anal:.-is in general. The various

SMART content analysis methods are presen.ad in some detail later in this

study.

In information retrieval, phrases can do two things. First, they

can distinguish between two documents with similar content elements b-t

different meaning. For eiampie, the two inputs below are assigned identical

concept vectors by normal text cracking methods. To distinguish between

them requires that the structure as well as the content of the input be

considered.

A. Design of ccmputer systems

B. Computerized design systems

A second job performed by phrases is that of reinforcing correlations

between queries and documents which have similar phrases. In this way the

cooccurrence in the document and query of concepts which form a phrascl is

weighted more heavily than the cooccurrence of a similar number of unrelated

concepts. While this might appear to be a convincing case in favor of using

phrases in information retrieval, the previous argument is purely theoret-

ical. it remains ty test the theory by performing retrieval using various

phra3e determination methods. It is necessary to analyze the results

obtained not only to determine how the overall results compare with those

achieved without the use of phrases, but also to determine the exact caul'

IJ
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of the phrase method results. That is, are the new results a funct:m of

the docum.Jnt or query collections used, the phrase determining technique,

the matching procedure, or a combination of several factors?

2. ADI Experiments

The first set of experiments uses the ADI collection. This is

a set of eighty-two documents and thirty-five queries in the field of documen-

tation. About half of the queries ask for specific information while the

other half are of a more general nature. A set of ten queries, five general

and five specific, is chosen as representative of the various query forms

and constructions. A normal SMART retrieval run is then oerformed on the

entire ADI collection and the ten test queries. For each query the ten

most highly correlated documents are identified. These documents along

with any others, relevant to the test queries but not in the top ten, are

collected to form a test document set. The total set contains 56 of tho 82

ADI documents. In all the experiments phrases are determined for this test

set only. It is felt that the results achieved wth this limited !,et will

differ little from those of the full set. The use of a restricted set

such as this is also a practical necessity since the gi2at quantity of hand

analysis required by these experiments precludes the use of t'e full docu-

ment and query sets. Figure 1 ind:.cates the r,2sults of a normal cosine

retrieval process using the ten test queries. The following subsectiols

discuss experimentation using various phrase determining t'xhnilues.

A) Statistical Phrases

The statistical phrase process uses a predetermined list of ohrases.

24
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The occurrence of the phrase elements in a document or query is considered

an occurrence of that phrase regardless of the syntactic relation of the

phrase components. A concept number is associated with a phrase and the

appropria:.e concepts are appended to the document or query vectors. This

method is clearly the simplest way to determine phrases since it requires

no syntactic analysis of the text. However, statistical phrases have

some serious drawbacks. Most obvious is the fact that they may recognize

false phrases; that is, occurrences of the desired phrase elements but

not in the proper syntactic relation. This problem can he minimized in

small collections dealing with a narrow subject area by judicious selection

of the statistical phrase list. In a corpus dealing with computer systems,

for example, the occurrence of the words "real" and "time" can be viewed

with relative certainty to be an occurrence of the phrase "real time".

however as the collection grows and the subject area 1-,oadens, these

decisions become less certain. Also the difficulty in treating the phrase

list is increased as the corpus is enlarged. The phrase list can )e

determined by statistical means; however, weaknesses in this method can

create problems. In the ADI colle:tion for example, of the 409 statistical

phrases in the test document set, only 153, roughtly 37%, are syntactially

correct. Ficure 2 shows the results achieved using statistical phrases

along with the standard no- phrase results. The results for statistical

phrases aro sightly higher in places, lower in others and show no signifi-

cant overall improvement in retrieval quality.

B) Syntactic Phrases

As mentioned previously, almost two-thirds of the statistical phrases

determined for the test set turn out to be syntactically incorrect. Removal
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of the false phrases would allow the phrase component of the concept vector

to represent more closely the true structure of the document Jr query. An

automated process to perform this would first locate statistical phrases and

then, using some syntactic analysis technique, weed out the erroneous ones.

The syntactic analysis process required here is considerably simpler than

general syntactic analysis since the process need only check the correctness

of a statistical phrase rather than perform a complete syntactic parse.

However, since the purpose of this study is to determin-2 the value of

syntactic phrases as a retrieval aid and not to test a syntactic analyzer,

the analyses are done by hand. Removal of false phrases leaves 153 of the

original 409 document phrases ...nd 6 of the 12 query phrases. Results of

this process are presentee in Figure 3, and are again, disappointing.

Statistical phrases show no significant improvement in retrieval performance.

C) Cooccurrence

The easiest way to handle phrases, and the way used in the previous

experiments, is simply to assign each phrase a concept number and append

the number onto the appropriate concept vector. After assignment, phrase

concepts become indistinguishable from single word concepts, and the

correlation coefficient operates normally. Unfortunately this gives rise

to a number of serious problems. First, is the dilution effect caused by

unmatched phrase concepts. The probability of phrase match between a

document and query is (It.,ite small due to the added structural requirements

inherent in phrase matching. Furthermore since documents an:, typic,dly

much lo:',ger than queries, the document contains many phrases which cannot

possibly match the query. As a consequence many phrase concepts are not

matched. These unmatched concepts lower the correlation and partially if

26-
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not -.(pmpletely offset any gain achieved by matched phrases. Thus the

inclusion of too many phases can dilute tl,e vector with unusable information

and inferior results may be produced.

A second problem deals with the value of a phrase as a nonrelevancy

indicator. Individual word concepts are about equal as relevancy and

nonrelevancy indicators. That is the cooccurrence of concept A in document

D and query Q is as good a measure, of D's relevance to Q as the lack of this

cooccurrence is a measure of D's nonrelevance. As more structure is

imposed on the comparison of eocuments and queries, cooccurrences become

more significant but less frequent while non-cooccurring structures become

less significant and moie frequent. F-Jr examplc if documents are retrieved

only if they match, word for word, the complete query, few if any documents

would be returned. However any dov.Iment which is retrieved by this scheme

would almost certainly be relevant. On the other hand, the fact that

some documents do not match the complete query is not a good indicator of

their nonrelevance. The situation is similar for phrases. Thus treating

phrase concepts simply as additional word concepts over-emphasizes their role

as nonrelevancy indicators and while it may provide improved precision, it

has disastrGus effects on recall.

The problems presented above make it necessary to treat phrase and

word concepts differently. In particular the role of phrases as a relevancy

indicator must be weighted much more heavily than their role as a nonrelevancy

indicator. The method designed to accomplish this is called cooccurrence

matching and considers phrases only 'Alen they cooccur between a document and

a query. Its operation may be seen from the following example. Let D and

Q be the word concept vectors for a particular document and query, and PP

and Pc:, their associated phrase concept vectors. If ph,aso concepts are

'u
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treated as word concepts, the correlation is calculated between D + PD

and Q + PQ. The cooccurrence method on the other hand first calculates

C = PQ(l PD. That is, C is the set of phrase concepts common to both the

query and document. Correlation is then calculated between D + C and Q + C.

In this way it is guaranteed that phrase concepts cannot lower the correlation,

and in the worst case where C is empty, the correlation is unaffected by

the phrases. This process avo:;.ds the two previously discussed pitfalls

associated with phrase use. First, by ignoring all unmatched phrase

concepts, the vectors cannot become diluted with useless and possibly

detrimental information. Secondly, phrases are used only as a relevancy

indicator while their far weaker role of norrelevancy indicator is not

considered. The experiments performed in tha remainder of this study all

employ the coocc,Irrencc principle for handling phrase concepts. The next

two experiments are repeats of the previous two with the addition of the

use of the cooccurrence phrase matching technique. The results are

shown in Figures 4 and 5 and once again show no improvement over the no

phrase method. A more complete analysis of these results is presented

below.

D) Elimination of the Phic.ce List

All methods dis_;u:ned so far for using phrases in retrieval have

required a phrase list. As previous]; mentioned the creation of these

lists, whether by hand or by statistical processes, raises certain inher-

ent problems. In general, it is far more desirable to be able to determine

phrases without the need of such a liLt. One possible solution is to per-

form a syntactic analysis of the text, and determine all the phrases.

The set of phrases thus generated is then normalized to associate all

3
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syntactically different but semantically identical phrases. This is accom-

plished, for example, by transformational kernelization of the phrases

or by the use cf a criterion tree matching scheme. Each phrase in the

reduced set is then assigned a concept number, and, retrieval proceeds

as in the previous cases. However the syntactic analysis and normalization

processes are prohibitively cc.,mplex and produce a very large number of

phrases. For these reasons en alternate method is used.

One of the easiest ways of accomplishing some degree of phrase

processing without a ,phrase list is by means of the implicit phrase method.

The philosophy behind this technique is that the ccoccurrence in the docu-

ment and query of several different concepts should be considered a

better relevancy indicator than the cooccurrence of a concept which

has multiple occurrences and hence a higher weight. C, : the sample

query and document vectors in Figure 6. The cosine cot P tion assigns

the same correlation value to both. The second docurc,r- I.ewever would seem

to be more relevant to the query. The use of implicit thrasc_; allows this

fact to be reflected in the final correlation value. -Isis of this

process is a modified correlation coefficient formula:

d,qi + K(m-l)
i=1

C
dq

=
ir N 2 1 N

V d. 4 K(m-1) + K:;,-1)
1

i=s1 i=--1

1

where m is the number of different concepts which cocccr in the document

and query, and K is a constant. In the general case K = whole F. is

an exytrimertal parameter. In this way each pair of co-)ccurring concepts

in the document and query is treated as a phrase and 1:1 co:relation is

is treated accordingly. In Figures 6 for example, the i7-4Iicit phrases

3ti
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QUERY: INFORMATION RETRIEVAL

DOC-1 INFORMATION ABOUT INFORMATION
DOC-2 INFORMATION RETRIEVAL AND SYSTEMS ANALYSIS

VECTORS:

INFORMATION RETRIEVAL

QUERY 12

DOC-1 24

DOC-2 12

12

SYSTEMS

i

ANALYSIS CORRELATION

WITH QUERY

0.786

12 12 12 0.786

S,mple Document and Query Vectors

Figure 6

3,)
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correlation between document 1 and the query remains unchanged while th

correlation of document 2 is raised to 0.774 thus reflecting its apparent

greater relevancy. Figure 7 shows the results of '-etrieval using the AD=

collection and the implicit phrase process with various values for F. It

indicates that some improvement is achieved over the no- phrase process.

However, one of the main drawbacks of the process is that it fails to

fill one of the primary objectives for phrase use. That is it cannot

discriminate between documents with similar concepts but different structural

relationships among these concepts. For this reason a more syntactically

oriented approach to phrase processing must be used.

The syntactic process used is relational content analysis. This

process determines syntactic relations between pairs of text words. The

details of relaticnal content analysis are discussed by Weiss [9). Concepts

which are determined to be related by the content analyzer are encoded into

a special phrase concept number, XXXXYYYYZZ, where XXXX represents the con-

cept number of the first word, YYYY the second, and ZZ is the relation

between them. The order of the two concepts is significant for all relation_

except parallel in which the smaller concept number appears first. The

encoded relational phrases are treated as concept numbers and assembled into

a phrase concept vector. The phrase vector must be kept separate from the

word vector to permit the use of the cooccurrence phrase matching process.

The retrieval results for this technique with the ADI test set appear in

Figure 8.

Using this ty12 of process for phrase determination has a number

of advantages. 1-rst, it alleviates the near for an a_priori phrase list.

Also, being a relatively simple process, it has significantly more practical

value than some of the more complex Systems. Clearly a great deal of

30
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RECALL
1

0.1 .6124

0.2 .5524

0.3 .4862

0.4 .42rc

0.5 .4335

0.6 .3351

0.7 .2608

0.8 .2569

0.9 .2493

1.0 .2,9:

1. = standard, no phrases

2. = implicit, p=1.0

3. = implicit, p=1.5

4. = implicit, p=2.0

+ indicates better than trial

- indicates worse than trial

IMPLICIT PHRASE TRIAL

I 2 1
3 L 4

1

1

.6333+ .6310+ .6278+

.6333+ .6310+ .6278+

.5643f .5643+ .5577+

.4392+ .4356f .4291+

.4309- .4273- .4255-

.3441+ .3341- .3341-

.2651+ .2565- .2538-

.2682+ .2597+ .2570+

.2590+ .2549+ .2427-

.2590+ .2549+ .2427-

ADI with implicit Phrases

Figure 7

:11
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syntactic information is lost since only word pairs are considered however,

cooccurrences in documents and queries of syntactic structures more complex

than word pairs is exceedingly rare. Thus despite its simplicity, relation-

al content analysis does perform the particular aspect of syntactic analysis

most relevant to information retrieval. Besides the advantages there are

also some disadvantages inherent in this type of system. Most serious

is its inability U., associate semantically similar phrases. A -system that

uses a phrase list can recognize equivalent phrases whose constituent

concepts are not equivalent. For example, the phrases "memory holding"

and "data processing" are both assigned the same phrase concept by the

SMART phrase list for the ADI collection, while each of the four words

falls into a different concept class. The recognition of such equivalent

phrases is impossible for systems which do not employ such a list of

extensive semantic normalization. Ic may therefore be expected tlat

retrieval results achieved by the relational concept analyzer w311 be

infer!.or to those achieved in previous experiments. However, retrieval

without th. requirement of a phrase list seems to be a more reasonable

approach to the problem. This is especial]y true in the case of large

document collections where manual creation of a phrase list is impossible

ancl statistical creation in unreliable.

E) Analysis of ADI Results

The results of seven retrieval experiments are summarized in

Figure 9. The plus or minus to the right of each figure indicates whether

if is above (*) or below(-) the sta,,dard no-phrase value achieved for

that r2cal1 level, (experiment 1). The results clearly show that there

is no great gain achieved by the use of phrases and in some cases their

3
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R 1 2 3 4 5 6 7

0.1 .6124 .6258+ .6500+ .5876- .6124 .6333+ .5458-

0.2 .5524 .6258+ .6000+ .5276- .5524 .6333+ .1858-

0.3 .4862 .4957+ .4798- .4639- .4826- .5643+ .4862

0.4 .4287 .4078- .4423+ .4223- .4244- .4392+ .42E.10-

0.5 .4335 .4059- .4470+ .4096- .4327- .4309- .4327-

0.6 .3351 .3234- .3312- .3208- .3338+ .3441+ .3376+

0.7 .2608 .2742+ .2547- .2608 .2617+ .2651+ .2586-

0.8 .2569 .2782+ .2426- .2555- .2571+ .2682+ .2506-

0.9 .2493 .2675+ .2346- .2433 .2492- .259)+ .2435-

1.0 .2493 .2675+ .2346- .2433- .2402- .2590+ .2435-

1. = standard

2. = statistical, no occurrence

3. = syntactic, no :ooccurrence

4. = statistical, cooccurrence

5. = syntactic, cooccurrence

6. = implicit, p=1

7. = relational

Summary of Phrase Method Results

Figure 9

4u
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use appears to be actually detrimental. However, upon more careful

analysis of these results, a number of unusual factors are found which

make these results somewhat less discouraging than they initially

appe ar.

Consider first the results obtained with the statistical and

syntactic phrases. It is argued in section C that the use of cooccur-

rence improves the retrieval quality. The results seem to indicate

that exactly the opposite is true for experiment 4 and that experiment

5 results exceed experiment 3 at only half of the recall points.

Upon analysis of the retrieval output it is discovered that the reason

for this apparent turnabout is the dilution of nonrelevant concept

vectors due to unmatched concepts. For many of the queries analyzed,

there is one or more documents, highly correlated to that quo- but

nonrelevant, and which has a relatively large number of phrases which

are not matched in the query. Because of the dilution effect which

occurs when ccoccurrence is not used, the correlations for these docu-

ments are lowered, often to a level below that of one of the relevant

documents. The rank of the relevant document is this raised by default

even though its own correlation is not altered. Consider for example

the correlation of document 11 with query A4. With no phrases used,

this nonrelevant document ranks sixth with a correlation of 0.248189.

The document has 13 statistical phrases which dc not match the

query. When retrieval is performed using these phrases without cooccur-

rence, the coefficient is reduced to 0.15599 an3 the rank lowered to

ninth place. This allows one cif the relcv,nt documents to move aLead

producing an apparent improvement in retrieval quality. When cooccurrence

4 I
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is used there are no phrase matches, the coefficient remains 0.24P18, and

the relevant document is not allowed to move up. Considering the entire

set of 33 documents relevant to the test queries, the ranks of 16 are

improved by the use of statistical phrases with nn cooccurrence. However,

of Wiese, only 7 actually move up in correlation coefficient. The remaining

9 loss in correlation but gain in rank due to the dilution and consequent

lowering of nonrelevant documents. Ten of tb 33 relevant documents lose

in both rank and coefficient, mostly due to being diluted themselves,

while 7 remained fixed in rank. Of these 7, 5 are reduced in coefficient

but by an amount insufficient to drop the rank. Also most of the documents

with a large number of phrases are not relevant to any test query. Thus

the apparent superiority of the no-cooccurre.,,i process (experiments 2

and 3) over the normal method (experiment 1) and the cooccurrence process

(experiments 4 and 5) is almost entirely due to the lowering of the

correlation coefficient of certain nonrelevant documents. This in turn

is aided by the fact that most documents with a large number of phrases

are not relevant to any query. The reduction in rank of these documents

with respect to any query is thus guaranteed to cause, at worst, no harm

and possibly produce a default raise in rank of a relevant document. This

situation is clearly not typical. In general, every document must be

considered as a potential relevant document. 1cwering the rank for some set

of documents for a1l queries wojld tnus help retrieval in some cases, harm

it in others. The results of experiments 2 and 3 reflect some positive

effect caused by inereing the correlation in relevant documents. However,

this effect is quit small. In general it can be concluded that since the

conditions which led to thc results of experiments 2 and 3 cannot be considered

cypical cf docwlent and ,leery collections, the apparent improvement in
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retrieval quality achieved with no-cooccurrence must th&refore be held

suspect.

Attention next focused on experiments 4 and 5 which use

statistical and syntactic phrases with the cooccurrence technique. When

com2ared with experiment 1, the results seem to indicate that the

cooccurrence processes are harmful to retrieval quality. However, this

result is misleading as a result of a peculiar situation. This car. be

understood by considering the results of experiment 4. Of the 33 rele,iant

documents, this phrase process improves both the rank and correlation for

9; 5 are reduced in rank; while the remaining 19 are unchanged. Overall

this seems to be an improvement, but the tabulated results in Figure 9

do not bear this out The reason for this lack of improvement lies

almost entirely with query B5. It has only one relevant document and

the phrase process lowers its rank from second to fifth thus lowering

its precision for all recall levels from 0.5 to 0.2. This is a consider-

able decrea:;e in precision, and since the values are averaged over only

ten queries, the effect on the average is substantial. If precision

values are taken for the nine other queries only, the values for the phrase

processes exceed those for the no phrase experiment for nearly all recall

levels. Thus except for a rather unusual query, these phrase processes

using cooccurrence provide some degree of improved retrieval results.

main drawback of such a process is the need for an a priori phrase list.

And it is for this reason that the major inphasis in this study is on

rase methods which do not require predetermined lists.

The tabulations in Figure 9 indicate that results achie.- . by using

the no-phrase-list method based on relational content analysis (experiment

7) are inferior to both the phrase list and no-phrase results. This is in

tio
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part due to the method's inability to associate phrases with different

constituent concepts. The inferior results c i also be blamed on the

very small number of cooccurrences. Of the more than 8C0 relations

entered, only 28 cooccurrences between documents and queries are found.

This very low number can he blamed, at least in part, on the queries.

They are all quite short and contain very few phrases. The queries also

tend to be quite general. Since retrieval is performed by concept matching

and not by hierarchical expansion, general queries do not always produce

the desired results. Of the 28 cooccurrencL3, only 5 occur between a

query and one of its relevant documents. In the ten test queries, three

have no cooccurrences at all, and their results are clearly not altered

from the no-phrase case. Four queries have cooccurrences in nonrelevant

documents only and these results are obviously lowered. The three remaining

queries have cooccurrences in relevant documents; however an improvement is

realized in only one. Of the other two, one shows an improvement in

correlation coefficient, but insufficient for e. rank change, and the other

has cooccurrences in nonrelevant documents which overshadow any improvement.

These results might appear to cast some doubt on the value of this method.

However this evidence is inconclusive and thus any decision is premLture.

From the previous experiments it appears that the various phrase

and structure method can provide some degree of improvement in retrieval

quality. But this improvement may be insufficient to warrant the additional

work needed to use them. This deficiency, however, cannot be blamed entirely

on weaknesses in the methods used. In the introduction to this study one

of thn prirary uses of phrases in information retrieval is stated to be the

separation of highly correlated, but not semantically identical, documents.

A document collection must therefore contain such close documents in order

4,1
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for phrases to demonstrate any significant retrieval improvement. To deter-

mine if the ADI collection provides a fair testbed for phrase use, a

document-document correlation is preformed. The results indicate an average

document-document correlation of 0.1 and a maximum of 0.8. This ihdicates

that the ADI document space is in general quite sparse; but it may still

contain some dense clumps of documents. To test for this, a third statistic

is calculated; the average maximum document-document correlation (AMC).

This is the correlation between a gi.vcn document and its nearest neighbor

averaged over all document-document pairs. In the ADI collection the AMC

is less than 0.4 thus indicating the general absence of dense document

clumps. Thus the documents in the ADI collection are seen to be quite spread

out in the document space; and the extra dimension of refinement added

to the documents and queries by the use of syntax is superfluous. There-

fore to test more conclusively the usefulness of phrases in information

retrieval, a more dense collection rust be tried. Experiments with various

other collections comprise the remainder of this study.

3. The Cranfield Collection

The Cranfield-424 Collection is a set o! 424 documents in the field

of aerodynamics. Because of its single specialized theme it might conceivably

provide a denser collection on which to perform phrase experiments. Unfor-

tunately this is not the case. Results of a document-document correlation

are effectively the same those for the ADI. The average document-document

correlation is less than 0.1 and the AMC is about 0.4. It may therefore

be expected that the Cranfield and ADI share the :aim undesirable character-

istics concerning phrase use. For this reason the Cranfield collection is

not used it this study.
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4. The TIME Subset Collection

A) Construction

Because the existing collections do not exhibit the desired

characteristics for conclusive testing of phrase techniques, a new collection

is constructed. The process for creating such a collection is as follows.

From an existing set of documents and queries, a subset of closely related

queries is chosen. The set of documents ,:elevant to any query in the subset

is taken as the new document collection. The fact that these documents are

all relevant to closely related queries guarantees that the documents thm-

selves are also highly correlated. The collection chosen for tais study

is a set of articles from the "World" section of "TIME Magazine" (l9G3)

with an associated set of current events queries. The largest number of

related queries is six which deal with the Viat Nam war and particularly with

the religious and political strife leading up to the overthrow of the Diem

government. A total of 27 documents are relevant to these queries and this

forms the TIME subset collection. the relatively small size of this document

set detracts somewhat from the significance of the results of ex3eriments

using it, but not a= much as might De exfc,:ted. This is true for several

reasons. First, the subset can be thought of as a single cluster in a large

clustered document set. Since the subset contains all of the Viet Nan

articles, its cluster centroid woald clearly correlate highly with any Viet

7:ar. related query. Tho real retrieval problem than becomes picking the

desired articles from within the cluster. And second, the purfose of this

set is to test the ustJlness of phrases in inforratien retireval, and

phrases are micro rather tha, macro information retrieval aids. That is,

the primary use for phrases is in determining fine differences in c:oscly
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related documents, and not in producing tremendous rank increases for low

ranking documents. Thus this type of collection is sufficient for testing

phrase processes.

The TIME articles are written in a very conversational and chatty

style as opposed to the technical style fo the ADI and Cranfield collections

For example, a document dealing with the Vietnamese coup begins:

Coping with Capricorn in business, count the costs before you

act. The moon now in Capricorn suggests keeping practical

values in mind. Tomorrow is rather too energetic for comfort,

but that may be because everybody is on the move. (A late

August horoscope.) Syndicated horoscopes, many of them from

abroad are a popular feature in many South Vietnamese news-

papers, but last week the government banned them, presumably

on a theory that some star-minded dissident might be moved

to try a coup on an astrologically auspicious day.

("TIME", 9/6/63, page 19]

The article then presents its true purpose, that of describing the increas-

ing United States dissatisfaction with the present South Vietnamese govern-

ment and the possibility of an American-encouraged coup. The article

goes on by describing the martial law measures being taken by the Vietnamese

government to prevent a coup, and tVen gives a brief biography of several

generals who might stage the coup. Thus the crux of the article is to

describe the tenuous political situation in Viet Nam, not to discuss astrology.

The paragraph quoted above thus serves merely as d light introduction.

Construction of document vectors from the full text of articles such

as this could very well result in a tremendous amount of spurious information

in the vector. For this reason, and because of the document length, it is

necessary to form abstracts. The abstracts used are about one hundred words
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in length and present the main ideas of the article using much the same

vocabulary and constructions as in the original text. The abstracts thus

capture the gist of the article in both content and style while eliminating

most of the unrelated chaff. Using these abstracts, a vocabulary is con-

structed and document vectors are formed using standard SMART dictionary

construction and vector creation programs. The dictionary assigns a single

concept number to all words with a common stem. Figure 10 presents the results

of a normal SMART search with the TI:1E subset collection. The results arc

:onsistent with retrieval results using other collections. There thus

deems to be nothing particularly unusual about this document and query set

which might tend to diminish the significance of any experimental results.

Three sets of phrase experiments are performed using the TrIE subset

collections. The first two are the implicit and relational as presented

earlier. As before, various parameters arc used to weight the importance of

a phrase match in the correlation calculation. A third phrase process called

half relational is also used. This is a weaker form of relational phrase

matching (heretofore referred to as full relational for clarity). In full

relational, a phrase match occurs only when the document and query have the

same concept pair and the concepts are joined by the sane relation. In Figure

11 below, the query phrase QP matches only document phrase DP1. In half

relational matching, a match occurs when the document and query share a

concept which occurs in the sane relational context in both vectors. For

example in Figure 11, the query eP matches document rhrases ari

but not 4. While the query concept matches in 014, the relational context

does not. That is, in QP concert 5 is a modifier in DF4 it is

modified. Thus as the name irclics, half relati nal natchos require only one

of the two relatea concepts tc catch. Thi,; clerly a A'3101 rm..tchinl

. requirement and is expected to produce more matches tan full relati(d.al. This

4o
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could be of value in cases where cooccurrences of whole phrases are rare;

but it may also give many improper matches.

QP < 5, 7,MOD>

DP1 < 5, 7,MOD>
DP2 < 5, 9,MOD>
DP3 <13, 7,MOD>
DP4 < 3, 5,MOD>

Sample Query and Document Relations Phrases

Figure 11

The results for these experiments are shown in Figure 12 A, B, and

C. Figure 13 gives the tabulated results for each method using the weighting

parameter which provides the best results. While these represent the best

values, the results achieved for other parameter values are only very slightly

lower. As before the figure shows whether the results of the phrase experi-

ment are above ( +) or below (-) those achieved when no phrases are used.

These results reveal that implicit phrase matching is harmful to retrieval

quality and gets worse as the weighting parameter is increased. Half relational

shows some slight improvement for low recall values while full relational is

generally worse. However in these latter two methods, all difference are

very small and effectively insignificant.

B) Analysis of Results

The most surprising result of this set of experiments the harmful

effect calsed by implicit phrases. This is inconsistent with the results

obtained with the AD1 collection. This apparent turnabout can be explained

by recalling the original purpose for using implicit p:arases. This is to

separate those documents '.4hose correlation is based on a cooccurren:e of

041
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RECALL STANDARD TIME IMPLICIT PliiNASES

P =0.5 P=1.0 P -1.5 P=2.0

0.1 .6426 .6333- .5639- .5635- .5635-

0.2 .6426 .6333- .5639- .5635- .5635-

0.3 .5537 .5778+ .639- .5635+ .5635+

0.4 .5500 .51.561- .5125- .5135- .5.135-

0.5 .5500 .5361- .5125- .5135- .5135-

0.6 .4781 .4604- .444/- .4429- .4429-

0.7 .4217 .4215- .4256+ .4183- .4183-

0.8 .3745 .3652- .3564- .3579- .3579-

0.9 .3702 .3577- .3555- .3496- .3496-

1.0 .3669 .3577- .3555- .3496- .3496-

Summary of TIME Implicit Phrase Experiments

Figure 12A

r-
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RECALL STANDARD TIME
P=0.5

FULL RELATIONAL

P= J-0

PHRASES
P=1.5 P=2.0

0.1 .6426 .6389- .6359- .6333- .63 3-

0.2 .6426 .6389- .6359- .6333- .6333-

0.3 .5537 .5500- .5803+ .5773+ .5778+

0.4 .5500 .5417- .5215- .5190- .5190-

0.5 .5500 .5437- .5215- .5190- .5190-

0.6 .4781 .4614- .4520 .4578- .4634-

0.7 .4217 .4079- .4041- .4099- .4154-

0.8 .3745 .3632- .3602- .3577- .3577-

0.9 .3702 .3632- .3602- .3577- .3577-

1.0 .3669 .3632- .3602- .3577- .3577-

Summary of TIME Full Relational Phrase Experiments

Figure 128
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RECALL STANDARD TIME NAL2 RELN:IONAL PHRASES
P=0.5 P=1.0 P=1.5 ° =2.0

0.1 .6426 .6274- .6274- .6274- .6663+

0.2 .6426 .6274- .6274- .5857- .6107

0.3 .5537 .5218 .5163- .5718+ .6107,

0.4 .5500 .5218- .5112- .5649+ .57b3+

0.5' .5500 .5218- .5112- .5649+ .5788+

0.6 .4781 .4448 .4362- .4468- .4468-

0.7 .4217 .4111- .4062- .4111- .4111-

0.8 .3745 .3395- .3350- .3259- .3198-

0.9 .3702 .3395- .3350- .3259- .3198-

1.0 .3669 .3372- .3327- .3236- .3175-

Summary of TIME Half Relatim,a1 Phrase Experiments

Figure 12r

Oki
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RECALL STANDARD IMPLICIT
P= 0.5

FULL
P= 0.5

HALF
P=2.0

0.1 .6426 .6333- .6389- .6333+

0.2 .6426 .6333- .6389- .6]07-

0.3 .5537 .5778+ .5500- .61074-

0.4 .5500 .5361- .5417- .5788+

0.5 .5500 .5361- .5417- .5788+

0.6 .4781 .4604- .4614- .4468-

0.7 .4217 .4215- .4079- .4111-

0.8 .3745 .4652- .3632- .3198-

0.9 .3702 .3577- .3632- .3198-

1.0 .3669 .3577- .3632- .3175-

Summary of TIME Processes

Best Results Used for Each

Figure 13

;
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several concepts in the document and query from those documents whose correla-

tion results from one or two highly weighted concepts. In the AD/ collection,

there are many concepts in the documents with weights of twenty-four or

more so that there is a real need for such a separation technique. As a

result, implicit phrases provide improved retrieval for the ADI. In the

TIME collection occurrences of highly weighted concepts are much rarer

than in the ADI. Consequently the reason for using implicit phrases does

not exist. Employing the phrase technique thus does not accomplish the

purpose for which it is designed and hence no improvement is realized. Thus

it appears that implicit phrases may be a useful technique but only when

used with collections which meet certain requirements as to the presence

of highly weighted concepts.

The results Achieved using both half and full relational content

analysis are discouraging. They may be the result of weakness in the phrase

process or, as in the case of the ADI collection, they may be caused by the

collection itself. Figure 14 shows for each method how many phrases are

matched with relevant and nonrelevant documents. In both cases only about

one-third of the phrase matches are between a query and one of the relevant

documents. This seems to indicate that the weakness may lie in the phrase

matching 1:.ethod, however this is only partially true. The reason for the

poor results for the half relational is simly that the matching criteria

are too weak. Too many fa:Ise and incorrect phrases are matched and the lower

retrieval quality results. It therefore seems the half relational method

is worthless although some further testing is necessary to finalize the

decision. The reason for the poor results with the full relational method

is not so clearly the fault of the matching scheme. Of the 82 phrase

JJ
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matches between documents and queries, 65, or roughly 80%, are iratches

of the phrases "South Viet" or "Viet Nam". Since the entire collection

deals with South Viet Nam, these phrases occur almost uniformly throughout

the document set. And since each query has an average of three times as

many nonrelevant as relevant documents, the results in Figure 14 are to

be expected. If this document collection were considered as one cluster

of a larger collection, the phrase South Viet Nam would be useful in

gaining access to the cluster. However, within the cluster it is a poor

discriminator and thus cannot help retrieval. If South Viet Nan is removed

from the set of phrase matches, more than two-thirds of the remaining phrase

matches occur between a query and a relevant document and retrieval would

clearly be improved. However the small number of relations that remain

seem to indicate the same collection sparseness as is found in the ADI and

Cranfield collections.

Number

With Rel
Documents

of Phrase Matches

With Nonrel
Documents

Total

Half
Relational 89 32% 186 67% 277

Full
Relational 28 34% 54 65% 82

Phrase Natches (DIME)

Figure 14

A document-document correlation on the TIME subset collection reveals

that the average correlation is 0.2. This is twice as high as the ADI or

Cranfie1:7 and is to be expected since the TIME collection is esigned

r-JO
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specifically fox high density. However, the average maximum correlation

(AMC) which is a more important measure is 0.41, roughly the same as for

previous collections. This indicates that the increased density in the

collection is achieved by the omission of low correlating documents, and

not by the occurrence of highly correlated document pairs. And this

collection is seen as no better for phrase experimentation than the ADI.

Thus is appears that even though this collection is constructed specifically

for phrase use, it does not satisfy some of the theoretical prerequisites.

The natcral question at this point is exactly in what type of collection

are phrases useful. This question is treated in the next section.

Beside collection density, there is another factor affecting the

usefulness of phrases. This is the type of relations occurring between

text elements. There are basically two types of semantic relations by

which phrase words may be associated: reversible and nonreversible. A

reversible relation is one in which the ordering of the constituent words

has no effect on the meaning. For example the words "information" and

"retrieval", occurring in almost any structure means "information retrieval",

and hence the words are related by a reversible relation. A nonreversible

relation is one in which the phrase structure is significant. The relation

between "U. S." and "Russia" in the sentence below is an example of a

nonreversible relation.

The U. S. influences Russia.

There is also a third type of relation, which is usually a specialized

subset of nonreversiblE,, called trivial nonreversible. 1-l'ese are phrase

whose meaning depends on the structure and are technically nonreversible.
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However, with these special phrases, all but ore of the potential mcEnings

do not occur in practice, and the relation assumes reversible characteris-

tics. For example, consider the sentence:

The U. S. invades Cambodia.

Since it is possible for the U. S. to invade Cambodia and vice versa, the

relation between U. S. and Cambodia is clearly nonreversible. However,

since in fact Cambodia has not and probably will never invade the United

States, the relation is actually trivial nonreversible and hence its

structure becomes unimportant. As mentioned earlier, one of the primary

objectives of the use of structured phrases is in matching phrases whose

meaning is a function of both its content and its structure, that is,

phrases with nonreversible relations. If such phrases do not occur in

the analyzed text, structured phrase use can clearly provide little or no

help in retrieval. This is the case in the `E collection. Of the

phrases isolated, a vast majority are reversible trivial nonreversible.

Thus the lack of nonreversible relations is another reason for the failure

of the content analysis scheme to achieve improved results.

5. A Third Collection

In the previous sections it is shown that the iDI and TIME

collections do not require the use of phrases because they do not demon-

strate the characteristics which provide the theoretical basis of phrase

use. They are neither dense enough nor do they contain large numbers of

nonreversible relations. And hence no significant advantage is gained

through the use of phrases. Analysis of other natural collections such

as the Cranfield reveals the same FituatioL. The natural question at
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this point is this: what is a collection like which has the desired

characteristics? To attempt to answer this a purely artificial collection

is constructed. The collection consists of twenty documents and fourteen

queries, each in the form of a short sentence. The subject matter deals

with the relation between birds and worms and 4s inspired by an example

by Simmons [81. This highly specific subject guarantees a highly dense

document space. In addition, the documents are specifically written to

include nonreversible relations. For example, in

Birds eat worms.

Worms eat grass.

The words "worms" and "grass" are clearly nonreversibly related. This

collection might thus be considered an ideal testbed for phrase experimen-

tation.

Results are tabulated in Figure 15 and shown graphically in Figure

16. Because of the extreme closeness of the various results, only the

best of each set is shown. Also the results of implicit phrases are not

s'iown on the graph in Figure 16 since they coincide with the no phrase

results. The lack of improvement here is caused, as in the TIME collection,

by the lack of highly weighted concepts in the document and query vectors.

Thus the problem which implicit phrases are designed to solve simply does

not exist. The results for half relational phrases show a slight improvement

at all recall levels. More important, however, are the results in Figure

17. This indicates that only about a third of the half relational phrase

matches are between a query and one of its related documents. This seems

to finalize the conjectute stated earlier that half relational matching

is too weak a criterion and results in too many improper phrase matches.

5:1



RECALL ,,RD IMPLICIT FULL HALF

0.1 .8440 .8440 .9286+ .8810-

0.2 .8440 .8440 .9286+ .8810-

0.3 .8440 .8440 .9286+ .9810-

0.4 .8440 .8440 .9286+ .8810-

0.5 .8440 .8440 .9286+ .8810-

0.6 .8083 .8383 .9000+ .8524+

0.7 .7798 .7798 .9000+ .8524+

0.8 .7798 .7798 .8929+ .8333+

0.9 .7548 .7548 .8393+ .7554+

1.0 .7548 .7548 .8393+ .7554+

Summary of B&W Phrase Processes

Figure 15

Gu
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Precision

0.8

0.6

0.4

0.2

0
0.2 0.4 0.6 0.8 1.0

Recoil

implicit (coincides with standard)

full relational

half relational

standard

B a W Phrase Results

Figure 16

G1



It thus appears to be an unsuitable phrase process. As Figure 17 indicates,

quite the opposite is true for full relational phrases. More than two-

thirds of the full relational phrase mttches are with relevant documents.

This fact is also reflected in the improved precision at all recall levels

achieved by any fall relational matching. These results can be treated

both optimistically and pessimistically. On the one hand, they show

conclusively that structural phrases can be of value in information retrieval.

On the other hand, this improver,ent in retrieval results is nec achieved

in "natural" collections such as the ADI, but rather only for one which is

highly artificial and contrived. It is not clear at this point whether any

natural collection can meet all of the requirements for advantageous phrase

use.

6. Conclusion

The general conclusions that can be drawn from these experiments are

that a number of different types of phrase processes are useful in informa-

tion retrieval provided certain characteristics exist iv the docurient :yet.

This is especially true in the case of structural phrases where it appears

that effective phrase use depends more on the collection than on the specifcc

phraso process.

The implicit phrase process is designed to boost correlations based

on the cooccurrence of many concepts in the document and query 3s opposed

to those correlations which are the result of a very few matches of highly

weighted concepts. R..sults indicate that it performs the job quit,.! well.

However, if the collection has relatively few high weights, the nee for

implicit phrascs no longer exists. Using implicit phrases with such

collections is thus a wasted effort and may even lead to downgraded rctrieval

quality.

6
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NUMBER

WITH REL
DOCUMENTS

OF PHRASE MAT(;FES

WITH NONREL
DOCUMENTS

TOTAL

HALF
RELATIONAL 62 38% 102 629, 164

FULL
RELATIONAL 36 69% 16 31% 52

Phrase Matches (8 & W}

Figure 17



I -45

For structured phrases to be of value in information retrieval, a

number of conditions mu:it be met. First the collection must be sufficiently

dense, or at least have some dense clumps of documents. Second, the docu-

ment must contain nonreversible relations. Along the same line, the docu-

ments in any particular clump must be sufficiently different semantically

so that conceivably some but not all could be relevant, to a given query.

In other words, i.bere must be a potential need to discriminate between

closely related documents. This restriction is necessary for the following

reason. It is conceivable that a particular clump of documents could be

so closely related that either all or none are related to any query. While

this clump satisfies the density requirement and may have nonreversible

relations as well, it ds not require the use of phrases. There is no need

to distinguish among members of the clump and thus phrases cannot help.

Finally, it is necessary that the queries contain nonreversible relations.

If such relations are not requested in the query, as is true in the ADI

collection, no advantage is gained by using them in the documents. Testinzi

this condition is easy when dealing with experimental documents and

queries, but clearly impossible in real applications. However, it is

possible to predict the general form for expected queries and thereby

determine if they meet the phrase requirement. As a general guideline,

queries are more applicable to phrase use if they are of the question-

answering variety rather than pure document retireval.

The fin conclusion that is reached from this study is that,

contrary to intuition, phrases do not seem to exert a largo effect on a

user choice of relevant documents. Future work must be done on determining

the factors that go into a user's relevancy decisions. With more insight

Into this area, the role of structure in information retrieval will become

much more clearly defined.
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II. The "Generality" Effect and the Retrieval
Evaluation for Large Collections

G. Salton

Abstract

The retrieval effectiveness cf large document collections is

normally assessed by using small subsections of the file for test purposes,

and extrapolating the data upward to represent the results for the full

collection. The accuracy of such a; extrapolation unhappily depends on

the "generality" of the respective collections.

ln the present study the role of the generality effect in

retrieval system evaluation is assessed, and evaluation results are

given for the comparison of several document collections of distinct size

and generality in the.areas of documentation and aerodynamics.

1. Introduction

Over the past few years a great many scudies have been undertaken

in an attempt to assess the retrieval effectiveness of a variety of

automatic analysis and search procedures. Under normal circumstances,

a single test collection is used which is subjected to a variety of pro-

cessing methods; paired comparisons are then made between twc or more

procedures for this collection in order to determine which methods are

most effective in a retrieval environment. [1,2,3)

Occasionally, however, it is necessary to use several different

U
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document collections in a test situation and to compare the results for

distinct collections (rather than for distinct processing methods). Such

is the case notably when a variable is tested for which a single collection

is not normally usable (for example, the language in which the documents are

written (4)), or when an attempt is made to extrapolate from a small test

collection to a large operational one. [5] In such situations, special

precautions are needed to insure that the evaluation measures actually reflect

the performance differences between the respective collections.

Consider as an example, two distinct document collections. Performance

differences might then emerge as a result of the following collection

characteristics:

e) differences in subject matter;

b) differences in the scope of the collections;

c) differences in the document types available for processin:

d) differences in query types;

e) differences in the collection size;

and f) differences in the relevance judgments of queries with respect

to documents.

In the present study, the first four variables are noc under inves-

tigation in the sense that ccmparisons are made only for collections of

document abstracts of similar scope within a specific subject area, using

standard user requests of Cie type often submitted to an information center.

The other two variables, namely collection size and type of relevance

assessments are of special interest, since both of them affect the evaluation

results obtiined for large operational systems. These variables to a large

Gi
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extent determine the generality of the collection, that is, the average

number of relevant items per query, and generality in turn affects the

evaluation parameters.

In the remainder of this study, two different generality problems

are examined by using on the cne hand collections of different size for

which the relevance judgments agree, and, on the other hand, collections

of identical size with different relevance properties. The variations

obtained in the evaluation results are examined, and an attempt is made

to interpret the respective performance differences.

2. Basic System Parameters

The evaluation parameters used to assess the retrieval performance

of a given set of user queries with respect to a 6ocument collection are

normally based on a two by two contingency table which distinguishes be-

tween te documents retrieved in answer to a given query and those not

retrieved, and between items judged to be relevant to the query and these

not relowant. A typical contingency table is presented in Table 1(a),

and four common evaluation measures derived from it are contained in

Table 1(b).

Each of the measures listed in Table 1 is initially defirad for

each query separately. However, procedures exist for averaging the

measures over a complete query set and for suitably displaying the

resulting values in the form of recall-precision, or recall-fallout graphs.

[6] These graphs are then expected to refiect the performance of an

entire system for a given set of users.

It should he noted that the four retrieval measures are not

66



Relevant Not Relevant

Retrieved a b a+b

Not Retrieved c d c+d

a+c b+d atbtc+d

1,a) Contingency Table

Symbol Evaluation
Measure

Foemula Explanation

R Recall
a

a+c
proportion of relevant
actually retr!eved

P Precision
a proportion of retrieved

actually relevanta+b

F Fallout
b proportion of nonrcle-

vant actually
retrieved

b+d

G Generality a+c proportion of relevant
per querya+b+c+d

(b) Principal Evaluation Measures

Retrieval Evaluation Measures

Table 1

6;1
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independent of each other. Specifically, three of the measures will auto-

matically determine the fourth. As an example, equation (1) can be

used to derive precision in terms of recall, fallout, and generality, as

follows:

P
R.G

(R.G) t F(1-G)
(1)

Most of he retrieval evaluation resur:s published in the literature

have been presented in terms of recall and precision. Since recall pro-

vides an indication of the proportion of relevant actually obtained as

a result of a search, while preciion a measure of the efficiency with

which these relevant are retrieved, a recall-precision output is user-

oriented, in the sense that the usrq-, is normally interested in optimizing

the retrieval of relevant items. On the other hand, fallout is a measure

of the efficiency of rejecting the nonrelevant items, and includes as a

factor the total number of nonrelevant in the collection (which in many

cases is approximately equivalent to the collection size). For this reason,

a recall-fallout display is normally considered tc be systems-oriented

since it indicEtes how well the nonrelevant are rejected as a function of

collection size.

In view of their special orientatim, it would then applar that

some of the measures are more appropriate in certain circumstances than

in others: in particular, if a systems viewpoint is important which

tal,:es into account the amount of work devoted to the retrieval of non-

relevant itemo as well as the collection size, a fallout display may be

more desirable than a graph based on precision.

The sittation is unfortunately complicated by the fact that the
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various measures do not vary in the same manner when a comparison is made

of the performance of several distinct document collections. Consider, as

as example, the parameter variations produced by changes in collection

generality. As the generality increases, that is, as the average number

of relevant per query grows larger, the number of relevant retrieved may

also be expected to increase. In terms of the variables introduced in

Table 1, a and a+c may then be expected to grow directly with generality;

on the other hand a+b, and b+d (the total retrieved, and the total non-

relevant) remain relatively constant.

As G increases, the following picture then emerges for R, P,

and r, respectively:

R p = r

where the upward arrow denotes an increasing quantity, and the horizontal

arrow a quantity more or less constant. Thus, R and F should remain

reasonably constant with changes in generality, since numerator End denom-

inator vary in the same direction. Precision, on the other hand, s:-lould

vary c:irecily with generality because of the increasing numerator t2gether

with the constant denominator.

This kind of argument has been used in the past to show that the

use of recall-precision graphs is generally undesirable, [7), and to

claim that performance figures obtained with small sample collections in a

laboratory environment cannot be applied to large operational collections

18). This question is further examined in the next section.

7A
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3. Variations in Collection Size

A) Theoretical. Considerations

Consider a performance comparison for two collections of different

size within a given subject area. Such collections generally exhibit

different generality characteristics, since the larger collection is

likely to conrain on the average many more nonrelevant items per query,

and therefore proportionately many fewer relevant ones.

In going from the smaller (test) collection to the larger (opera-

tional) one, two limiting cases may be distinguished:

a) if the relevance of the documents added to the small

collection in order to produce the large one is difficult

to assess in a clear-cut way, and nonrelevant items that

are hard or easy to reject are added roughly in the same

proportion as originally present, then for a given level of

recall a larger number of relevant items will have to be

retrieved; this will imply the simultaneous retrieval of a

larger number of nonrelevant, thereby depressing precision,

but keeping fallout roughly constant;

b) on the other hand, if the documents added are clearly

extraneous to the query topics and the nonrelevant ones

are easily rejectable, the number of relevant and nonrele-

vant retrieved at a given recall level remains constant,

thereby producing a constant precision but lower fallout

for the larger collection; the situation is summarized in

Table 2.

If case 2 were to occur in practice, that is, if on could insure

that any nonrelevant documents added to the small collection would be

r
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Large Collection

'Small

Collection

Addition of Partly

Relevant and Non-

relevant in same

Proportion

20 Addition cf

Extraneous

Clearly Non-

relevant

P

F

P 4,

F

P -).

F 4.

Precision and Fallout Performance for Variations

in Collection Size

7.1

Table 2
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easy to reject, then the standard recall-precision plot would furnish

a completely adequate evaluation tool, since the precision would then be

independent of the generality change, and would in fact be identical for

both collections at each common recall local. If on the other hand,

case 1 is taken as typical, then fallout can be assumed to be constant.

This makes it possible to compute an "adjusted precision" value as a

fuLction of generality, to account for the generality change in upgrading

from a small collection to a large one.

Consider, as an example, a document collection with generality Gi,

and a given precision P1 at a recall level of R1. If the size of the

collection is altered to a new generality G9, then, for any given recall

level, equation (1) can be used to compute the adjusted precision P2

for the larger collection. In fact, if the generality change is subject

to the rules of case 1, one hEs (from equation (1)):

R10 G2
P2 (adjusted) -

(R1 'G,2) +
1.(1-G2)

(2)

where the computations are made for a given recall level R1 = R2, and

fallout is assumed ccnstant. Equation (2) then provides a means for com-

puting the precision transformation for the case where all factors other

than generality remain constant.

Cleverdon and Keen propose a three-step procedure for effecting the

precision transformation as follows: (1)

a) given G1, R1 and Pi compute F1;

b) assume F1 = F2;

c) given G2, R1 = R2, and F1, compute P2.
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An example for a collection of generality 0.005 and recall and precision

values of 0.60 and 0.25 respectively is shown in Table 3. The precision

adjusted to a generality level of G = 0.002 is seen to be 0.11.

B) Evaluation Results

The theoretical considerations outlined in the last few paragraphs

indicate that the retrieval evaluation provides an accurate picture for the

case where the expansion in collection size is caused by the addition to a

small document collection of clearly nonrelevant items which are easily

rejectable, and for The case where fallout re-mains constant, that is,

where relevant and nonrelevant items are added in a proportion roughly

equivalent to that which originally existed.

Unfortunately, when the assumptions of cases 1 and 2 are tested on

actual document collections of different generality, they are found not

to hold it practice. For example, in a test conducted some years ago

with two document collections of 200 and 1400 documents in aerodynarrics,

respectively, and a sample of 42 queries, Cleverdon and Keen found for a

specified cutoff and processing method that

"b (the nonrelevant retrieved) has increased by a factor of

5.2352 while the total number of nonrelevant documents in the

collection (bid) has increased by a factor of 7.1448." [1, p.74)

For the example considered, fallout therefore did not remain constant,

and many of the nonrelevant included in the larger collection of 1400

items obviously exhibited a lower probability of being retrieved than the

nonrelevant included in the sglaller subcollection.

7t)



Large Collection

Small
Col]ection

Addition of Partly
Relevant and
Nonrelevant in same
Proportion

0 Addition of
Extraneous Clearly
Nonrelevant

P

F

P 4

F 4

P 4

F 4

Precision and fallout Performance for Variations
in Collectio: Size

Table 2

Parameter Collection 1 Collection 2

G .005 (002

R .60 .60

P 2122_1- .25 step 3 .11 (adjusted P)

F .00905 f.00905

; t
step 2

Precision Transformation for Constant Fallout

Table 3
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To verify this result, the two collections originally used by

Cleverdon were subjected to a complete retrieval test, using a set of 36

queries with identical relevance properties in both collections (the set

of relevant items was the same for each query in both collections). The

collection characteristics are summarized in Table 4, and recal]-precision,

as well as recall-fallout, plots are included in Fig. 1, averaged over

the 36 test queries. [9]

It may be seen from the output of Table 4 and Fig. 1 that although

the collection generality decreases by a factor of about seven in the transi-

tion from small to large collection, the fallout decreases by a factor of

only three on the average. Thus the proportion of nonrelevant retrieved is

much smaller for the large collection than for the small one, producing the

recall-fallout plot of Fig. 1(b) which favors the large collection (the

smaller the faJlout, the better is the performance).* The recall-precision

plot, on the other hand, favors the small collection (the higher the pre-

cision, the better is the performance), indicating that at a given recall

level, fewer nonrelevant will have been retrieved for the small collection

than for the large one.

The data of Table 5, containing the average number of nonrelevant

documents retrieved at various recall levels, indicate that the seven-fold

decrease in collection generality is accompanied by an increase in the

average number of nonrelevant retrieved, ranging from a factor of 2 at a

recall of 0.1 to a factor of only 3.2 at a recall of 0.3 and 0.5. This

explains the superior systems-oriented performance of the large 1400

collection in comparison with the small one.

The average number of nonrelevant items retrieved at various recall levels
is shown in Table 5 for the Cranfield 200 and 1400 collections.

'7
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Property Cranfield 200 Cranfield 1400

Source Cranfield document Cranfield document
abstracts in abstracts in
aerodynamics aerodynamics

Document Word stem process Word stem process
Analysis

Number of 200 1400

Documents

Number of 36 36

Queries

Number of 160 160

Relevant
Documents

Type of Full search Full search
Search

Generality .0222 .0031

Average .0248 .0081

Fallout

Collection Properties for Cranfield 200 and 1400

Table 4

Recall

Average Number of Nonrelevant
Retrieved

Factor of
Increase
from 200

Cranfield 200 Cranfield 1400
to 1400

0.1 0.23 0.67 2

0.3 1.35 4.32 3.2

0.5 2.79 8.82 3.2

0.7 6.21 16.15 2.6

0.9 13.89 30.54 2.2

Increase in Nonrelevant Retrieved
from Cranfield 200 to Cranfield 1400

TaLle 5
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In practice, It is seen teat the larger the cclletion (and therefore

the smaller the generality), the larger will be the number of nontc,le-

vant items which will have been retrieved at any given recall level;

howeve.., the resulting decrease in precision performance is much smaller

than expected by the factor of increase in collection size and nonrele-

vant items added. Neither of the two simple generality transformations

discussed in the preceding subsection appears to be applicable in practice,

since both precision and fallout may be expected to decrease with a

decrease in collection generality.*

C) Feedback Performance

It is known that interactive search methods in which the user

influences the retrieval process by providing appropriate feedback infor-

mation during the course of the operations can be used profitably in a

retrieval environment. [10,11] In fact, some of the feedback methoC3

which have been tested over the few years, including, in particular,

the relevance feedback process regularly used with the automat:c SMART

docuoent retrieval system, provide anywhere from five to twen'y percent

improvement in precision at a given recall level. Most other refinem;:nts

in retrieval methodology such as, for example, a particularly

sophisticated language analysis scheme may bring improvements in per-

formance of the order of a few percent It best.

The relevance feedback plocess utilizes user relevance judgnents

*lf the precision transformation of equation (1) were (incorrectly) to he
applied to the precision performance of the small collection to reduce its
generality to that of the large collection (.0031), the adjusted precision
curve of Fig. 2 could result. This adjusted precision is an inverse function
of fallout, which accounts for its inferior performance compared with that
of the large collection.

8o
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for documents previously retrieved by an initial search in order to

construct an improved query formulation which can subsequently be used in

a new "first iteration", or "second iteration" search. Specifically, an

initial search Is performed for each reouest received, ani a small amount

of output, consisting of some of the highest scoring documer':s, is pre-

sented to the user. Some of the retrieved output is then examined by the

user who identifies each document as being either relevant (R) or not rele-

vant (1) to his purpose. These relevance judgments are lat,-r returned to

the system, and used automatically to adjust the initial search request in

such a way that query terms present in the relevant documents are promoted

(by increasing their weight), whereas term:; occurring in the documents

designated as nonrelevant are similarly demoted. This process produces

an altered search request which may be expected to exhibit greater simi-

larity with the relevant document subset, and greater dissimilarity with

the nonrelevant set.

The altered request can next he submitted to the system, and a

second search can be performed usir.c the ..ew rec, t formulation. If the

system performs as expected, additio.lal relevant material may then be

re_rieved, or, in any case, t relevant items may produce a greater

similalay with thr altered request that with the original. The newly

retrie c lieLs can again examined by the user. and new relevance

assessments car. 1 . used to obtain a second refoumulation of the request.

This process c-11 be continued over several iterations, until such time

as the user is satisfied with the results obtained.
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In order to determine whether the relevance feedback process is

usable with large document collections in an operational environment, the

feedback procedure was tested using two collections in aerodynamics of

different generality. (123 If comparable feedback improvements could be

obtained for collections of varying size and generality, then it would appear

reasonable to conclude that the feedback process will be valuable under

operational conditicus.

The two collections being tested consist of 200 and 424 document

abstracts in aerodynamics, respectively, together with 22 queries with

identical relevance properties in both collections. The collection char-

acteris-Acs are summarized in Table 6, and the recall-precision and recall-

fallout graphs obtained with a "positive" feedback strategy are shown for

Loth collections if Figs. 3 and 4.

It may be noted that once again the recall-precision output favors

the small collection, whereas the recall-fallout output is more favorable

to the larger collection. Furthermore, while the generality decreases by

a factor of over 2 from small to large collection, the fallout drops by

less than onehalf. These results are entirely in agreement with those

previously obtained for the Cranfield 1400 collecrion. The output of

Figs. 3 and 4 for the positive feedback strategy also indicates that the

magnitude of improvement provided by one feedback iteration is approximately

comparable for the two collections.

In order to investigate the quest..on of feedback improvement in

more detail, several feedback procedures were tested including, in parti-

cular, the following three types (based on the retrieval of the top five

Jocuments in each case):
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Property Cranfield 200 Cranfield 424

Source Abstracts in Abstracts in
aerodynamics aerodynamics

Analysis Word stem process Word stem process

No. Documents 200 424

No. Queries 22 22

No. of Relevant 115 115

Search Feedback search Feedback search

Generality .0261 .0123

Ave. Fallout .0333 .0211

Collection Properties fcr Feedback Searches
Using Cranfield 200 and 424

Table 6
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Precision

1.0

0.9

0.8.

Q7

0.6

--- Cron 200 Initial Search

Cron 2001st Iteration
-- Cron 424 Initial :search

Cron 424 1st Iteration
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0.3

OM.

Q2

0.1

0-
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'*---.*

Recall
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Recall-Precision Comparison for Cran 200 and 424 Collections

(initial run and one feedback Iteration positive
feedback only, word stem process, 22 queries)

Fig. 3
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Recall-Fallout Graph for Cron 200 and 42.4
(initial run and one feedback iteration-

positive feedback only)

Fig. 4
8u



11-22

a) positive feedback, where information obtained from docu-

ments known to be relevant is used to update the query

formulation;

b) selective negative feedback, where positive information is

derived from the relevant documents together with negative

information obtained from the top retrieved nonrelevant item;

c) modified selective negative feedback, where the negative

information derived from the nonrelevant documents is used

only ,;hen no positive information is available.

The evaluation is based principally on two evaluation functions,

which measure respectively the precision improvement and the fallout

improvement as follows: [12]

Precision improvement = P
1

- P
0

,

where P
0
is the precision of the initial search, and P

1
is the precision

of the feedback iteration at a specified fixed recall point; and

Fallout improvement = F0 - F1 ,

where F
0
is initial fallout, and F

1
the fallout of the feedback iteration.

(A performance improvement implies that the fallout for the feedback iteration

is smaller than the initial fallout.)

The output for a selective negative feedback strategy which does

not operate satisfactorily in an environment of decreasing generality is

shown in 7!.g. S. It is seen that for the larger collection the precision

improvement is negative for most recall points, showing that the feedback

process in fact hurts the performance. The same is true for some points of

the fallout improvement curve. Apparently, the strategy represented by

8i
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ti.c: curves of Fig. 5 uses too many nonrelevant items for feedback purposes

thereby hurting retrieal. (Fewer relevant items are retrieved early in the

search for the Cran 424 collection, than for Cran 200.)

The performance for two feedback strategies which operate excellently

with decreases in generality is shown by the precision and fallout improve-

ment curves of Figs. 6 and 7. Fig. 6 covers the positive-feedback strategy

which is seen to operate equally well for both collections. Still larger

improvements are noted in Fig. 7 for the modified negative strategy in

which a nonrelevant item is used for feedback purposes only when positive

information (in the form of relevant retrieved documents) is not available.

From the output of Figs. 6 nld 7 it appears that feedback strategies

can be implemented which operate equally well for collections of low and

high generality. These strategies should be implementable in a realistic

environment comprising thousands of items where they may be expected to

produce the performance improvements previously noted for small test collec-

tions.

4. Variations in Relevance Judgments

A generality problem arises not only when collections of different

size but identical relevance properties are to he compered, but e.:,o when

the same collection is processed with different types of relevance assess-

ments. In a previous study, a collection of 1268 documents in library

science sod documentation war examined using four types of relevance grades:

a) the A judgments representing Relevance assessments by the

query authors;

b) the B judgments representing nonat;thor judges;
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c) the C judgments representing the dislunction between the

A and B judgments (that is, a document is judged relevant

to a (Fiery if either A or B judges termed it relevant);

d) the D judgments representing the conjunction between A and

B judgments (a document is judged relevant if Loth A and B

judges termed it relevant).

It was demonstrated in the previous study [13), that the recall-precision

performance graphs are relatively invariant to the variations caused by

the multiple relevance assessments, and Ly the resulting changes in

generality.

In an attempt to determine whether the performance characteristics

obtained with collections of different size can be related tc those pro-

duced by collections with varying relevance properties, the C and D

collections are processed once again under slightly modified conditions.

The collection properties are outlined in Table 7.

It will be noted that in the prc2.set case the generality change is

produced not by adding any documents to the C collection in order to obtain

the other collection of lower generality, but rather by subtracting from

the set of relevant documents a number of items about which a unanimity

of opinion could not be obtained by the relevance assessors. Nevertheless,

the performance figures given in Table 7, and in Fig. 8(a) show that

once again somewhat better recall-precision data for the collection of

high generality (the C collection) are coupled with somewhat better

fallout data for tht., collection of low generality (the D

This reflects the fact, on the one hand, that precision varies somewhat

The recall-precision figures shown in Fig. 8(a) are not directly comparable
to those produced the earlier study [13] because of a small difference in
the method used to produce performance averages over the total number of queries.
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9.)

P_,..perty lspra C Ispra D

Source Document abstracts Document abstracts

in documentation in documentation

Analysis Thesaurus Thesaurus

No. Documents 1268 1263

No. Queries 45 45

No. of Relevant 1260 306

Search Full search Full search

Generality .0241 .0058

Average Fallout .1408 .0819

Collection Properties for Ispra C and D Collections

Table 7
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with generality, and therefore the collection with higher generalits is likely

to produce better precision. On the other hand, the collection of low

generality exhibits better relevance judgments, since at least two judges

had to agree on the relevance of each document; there exists therefore

a greater ce,:,tainty about the relevance (or nonreJ.evance) of each document

with respect to each query, which implies that the nonrelevant are easier

to reject using the D relevancc judgments.

In order to see how the performence data change under a generality

transformation, the C collection with high generality (.0241) is reduced

to the generality of the D collection (.0058) in two different ways:

a) collection C mod 1 is produced by taking 962 relevant docu-

ments chosen at random and calling them nonreleva:It; this

reduces the original set of 1260 relevant documents in C

to a total of 305 relevant (equal to the humber of relevant

in D);

b) collection C mod 2 is produced by retaining 306 out of the

1260 originally relevant items; the remaining 962 formerly

relevant items are assigned random ranks in the collection

instead of being retained with the rank they initially

possessed cs in C mod 1).*

"he performance of the :odified C collections which now exhibit

the same generality as the standard D i. presented in the recall-precision

graphs cf Fig. 8(b). It is seen that when the generality is kept invariant,

as it is for the three collections of Fig. 8(b), the collection with the

most re'iaole relevance judgments (the standard D) produces the best per

formance. Of the two modified C collections obtained by the generality

The rerankipg process followed is described in a note by Williamson. [14]

9.)
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transformation, the second prcduces better oti:put than the first, since it

is more carefully constructed by randomly deleting relevant items, and

then randomly reintroducing them as nonrelevant ones with new ranks.

5. Summary

A variety of retrieval tests were performed with collections of

varying generality in the areas of aerodynamics and documentation. Since

precision varies with generality, the precision output generally favors

tlF, (small) collection of high generality. However, as the generality

drops by a factor of k, the precision drops by a much smaller factor, and

the fallout, which had been thought to remain invariant with generality

changes, in fact decreases with generality, and thus favors the (large)

low generality collections.

No clear extrapolation appears possible at this i_me which would

permit a prediction to be made about the likely performance of very large

collections of several hundred thousand items. However, the fallout

data obtained in this study make it clear, that an argumentation which claims

that the retrieve) of 20 nonrelevant items for a collection of 10)0 items

would necessarily lead to an expected retrieval of 20,000 nonrelevant for

a collection of a million is fallacious, 04nco it assumes a constant

fallout performance.

The user feedback procedures appear to be useful for collections

of varying generality, and they should be implemented in operational

environments. Finally, when generality variations arise from inconsistencies

in the relevance assessment:, the collection with the most secure relevance

data performs best.

As larger doct,ment collections come into experimental use, the

9u
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fallout and precision figures should continue to be compared with the

generality variations. In this fashion, it may be pcssible, in time,

to obtain reliable projections for the performance with large collections

under operational conditions.
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III. Automatic Indexing Using Bibliographic Citations

G. Salton

Abstract

Bibliographic citations attached to 4-echnical documents have been

used variously to refer to relF.ted items in the literature, to confer

importance to a given piece of writing, and to serve as supplementary

indications of document content. In the present study, citations are

used directly to identify document content, and an attempt is made to

evaluate their effectiveness in a retrieval environment. It is shown

that the use of bibliographic: citations in addition to the normal keyword-

type indicators produces improved retrieval performance, and that in some

circumstances, citations are more effective for retrieval purposes than

otheL, more conventional terms and concepts.

1. Significance of Bibliographic Citations

The role of bibliographic citations attached to scientific and

technical documents has received intensive study for many years. Several

authors have noted, in particular, that tht number of incoming citations

(that is, the number of citations from a given set of outside documents

to a sp,,xified target document) constitute useful indicators of document

type and importance (1,2). In consequence, the so-called "bibliographic

network" consisting of documents and citations between them has been used

to assess the characteristics of scientific and technical communications. (3)

In addition to providing indications of document influence,
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bibliographic citations ai:o play a role as content identifiers. The

close affinity between the citations attached to a given document and the

normal keyword-type content indicators has been expressed by Garfield

in the following terms [4] :

"By using the author's references in compiling the citation index,

we are in reality using an army of indexers, for every time an

author makes a reference, he is in effect indexing that document

from his point of vlew...."

Furthermore, only a very small proportion of documents appears to be totally

disconnected from the bibliographic network, in the sense that these docu-

ments do not cite any other documents nor are they eiter, from the outside[3]:

"...there is a lower bound of one percent of all papers that are

totally disconnected in a pure citation network, and could

be found only by topic indexing...."

As a result, search tools such as the "citation index" which lists all

incoming citations for each document in the index have proved to be useful

adjuncts to information search and retrieval.

A variety of studies have been undertaken in an attempt to deter-

mine the relationship between st...ndard keywords and bibliographic citations

for content analysis purposes. Thus, it was determined that papers which

were related by similarities in bibliographic citation patterns also pro-

vided a large number of common suAect identifiers. [5] Furthermore, the

correlation between citation similarities on the one hand, and index term

similarities on the other is found to be far greater than exnected for

random document sets. [6]

While bibliographic citations appear not to h-lve been used directly

100
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as content indicators for retrieval puvposes up to the present time, a

number of experiments have been performed in which citations were incorporated

as feedback information during the search pre:ess, in an attempt at retriev-

ing additional information similar to that being identified in the search.

[7,8] Specifically, an initial search would be made, leading to the retrieval

of a number of documents. These would be scanned by the user, and information

about these documents including in particular document authors, citations

made by the documents, and authors of these citations would be returned to

the system to be incorporated into an improved search formulation. The

evaluation of this bibliographic feedback process proved, in particular, that

[8]:

"..-no differences greater than four percent were found between

the results of feeding back only subject data, and those of

feeding back only bibliographic data. This implies that the

tlefulness of bibliographic data for feedback is of the same

order as that of subject descriptors."

In addition, the same study shored that when citation data ..,re added to

standard subject indicators in a feedback envic-mment, improvements of up

to ten percent in retrieval effectiveness were obtained over and above

the results produced by subject information alone. This led to the con-

jecture tact 183:

"Since the bibliographic informacic,n ic nqeful for feedback

purposes, it sholld also prove valuable for initial retrieval

searches."

An attempt is made in the remainder of this study to evaluate the

correctness of this sta',.ement. Specifically, a collection of 200 documents

in the field of aerodynamics is processed against a set of 42 queries using

101



first the normal content analysis methods incorporated into the automatic SMART

document retrieval system ;9], and then a modified process based on the

bibliographic citations attached to the documents. The test design and evalua-

tion results are covered in the remaining sections of this report.

2. The Citation Test

Consider a given document collection available in the form of English

language abstracts, together with a corresponding set of user queries. Given

such a colle-tion, various linguistic analysis procedures may serve to reduce

each item into analyzed vector :?orm. A concept vector, representing either a

document or a query, normally consists of a set of terms, or concepts, together

with the respective concept weights. Two of the content analysis methods most

frequently used with the SMART retrieval system are the word stem, and the

thesaurus processes. In a word stem analysis, each concept incorporated into

a normal concept vector represents a word stem extracted from the document,

whereas for Lhe thesaurus procedure, the concepts represent thesaury, categories

obtained by consulting an autemati.L. dictionary during the analysis operations.

Word stems, or thesaurus categories are then concepts somewhat similar to the

standard subject indicators normally assigned manually to queries and documents.

In such an environment, the normal retrieval operation would consist in matching

the concept vectors for queries iocuments, and in retrieving for the users'

attention all documents whose vectors exhibit a reasonable degree of,similarity

with the corresponding query vectors.

if it is assumed that each document carries with it a set of bibliographic

citations (either to or from the document), it is possible to add to the normal

clocumenc concept vectors, suitably chosen codes representing tae bir ographic

citations' alternatively, the citation codes might replace the normal concepts.

10



In order to obtain a match between citation codes attached to documents

and normal user queries, it becomes necessary to attach citation informa-

tion also to the queries. This -a.,1 be done in one of two ways:

a) some queries may have been formulated by the user population

in response to a set of documents known in advance to be

relevant; that is, for each query one or more source

documents exist, and the user's query is designed to

retrieve additional items similar to the respective source

documents*;

b) alternatively, a source document does not exist in advance,

but the user is able to designate some other document as

likely to be relevant to his query.

In either case, it becomes possible to add to the query vectors citation

codes corresponding to source document citations, or to citations attached

to the designated relevant documents, as the case may be.

These operations then produce expanded query and document ve,Aors

consisting partly of standard concept codes, and partly of citation codes,

as shown schematically in Figure 1. Three types of retrieval operations

become possible:

a) using only standard subject identifiers (the 'x' concepts

of Figure 1);

b) using only citation concepts (the 'y' concepts of Fiiure 1);

c) using both the standard and the citation concepts (the 'x'

In a previous test in which original query formulations were replaced
by source document vectors, it was shown that the retrieval effective-
ness produced by the source document "queries" was substantially better
than that obtained with the standard queries. 110)

1 0
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[XX X X X X X X X X XX XX YYYYYY

normal document bibliographic
concepts citations

a) Typical Expanded Document Vector

xxxxx yyyyyy

normal query citations to
concepts source document

b) Typical Expanded Query Vector

Expanded Query and Document Vectors

Figure 1
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and 'y' information).

In these circumstances, the relative value of the citation information may

be ascertained by comparing the results obtained with these three types of

concept vectors.

For the test under discussion, a collection of 200 document abstracts

iD aerodynamics was used with 42 search requests obtained from research

workers in aerodynamics (the Cranfield collection [11)). Each document carried

an average of 18 bibliographic references (outgoing citations to other

documents), and each query was originally formulated in response to a source

document. The set of source documents were similar in nature to the standard

documents, in the sense that bibliographic citations were availa',1e for each;

however, no source dQcument was included among the standard 200.

To generate the citation portion of the document and query vectors,

each citation was represented by a 15-character code. The citation coding

is outlined in Figure 2, and some encoded sample documents are exhibited in

the appendix. In order to increase thy; similarity coefficient for all

documents cited by the query source dccuments, a citation code was added to

each document vector not only for all outgoing citations, but also for each

of the original documents. That is, each document is assumd implicitly to

cite also itself (self-citation). A match between a query citation concept

and a document citation concept may then be due to one of two causes:

a) a request citation (source document citation) is identical

with the document ftself (request cites doclent);

b) a request citation is identical with a citation from a

,'ocument (request and c'ocument have a common citation).

A comparison between citation effectiveness and standard concepts

100
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is obtained as isual by computing recall and precision values fo:" the

various r,rns while comparing the output.* The performance results are

described in the remaining sections of this study.

. Evaluation Resalts

The computation of recall and precision results depends on the

availability of relevance assessments stating the relevance characteristics

of each document with respect to e?.ch query. The original ("A") relevance

assessments for the Cranfield collectiLm were obtained by first submitting

to the query authors for assessment the set of all documents cited by the

source document, followed by additional items likely to be relevant. Since

the source document citatichs were thus given special treatment, a bias may

exist in favor of these citations that is, an item cited by the so'irce

documenc may be more likely to be assessed as relevant than other extraneous

documents. For this reason, three additional sets of relevance judgments

were independently obtained from nonauthor subject experts, for which all

documents were treated equally; that is, no special identification was

provided for source document citations. The characteristics of the four

sets of relevance assessments are summarized in Table 1.**

It may be seen that the four types of relevance assessments fall

into two main categories as follows:

a) sets A and B have low generality characteristics only four

*Recall is the proportion of relevant documents retrieved, and precision is
the proportion of retrieved items actually relevant. Ideally one would like
to retrieve all relevant and raject all nonrelevant to produce recall and
precision 'values equal to 1. When recall is plotted against precision, as in
a standard recall-precision graph, curves close to the upper right-hand corner
represent superior performance, Since both recall and pro -ision are then maximi,ed.

**The writer is indebted to Mr. C. W. Cleverdon for making available the Canfield
collection together with the various relevance assessments.

10/



Relevance Judgments
Generality

(Average Number of
Relevant per Query)

Percent Overlap
""with A Judgments
rA n
ITiTRI

Original Judgments 4.70 100.00%

"A"

"B" Judgments 4.28 80.74%

"C" Judgments 11.94 37.09%

"D" Judgments 11.70 37.83%

Relevance Assessments

Table 1

1. 0 ts



to five relevant items per query corresponding to a strict

interpretation of relevance; furthermore the A and B ascess-

ments are very similar in nature in view of the overlap of

over 80 percent in the respective sets of relevant items

per query;

b) sets C and D exhibit much higher generality almost 12 relevant

items per query corresponding to a less narrow relevance

interpretation, and the similarity with the original A

judgments is much smaller.

Under normal circumstances, one would expect a better recall-precision

performance for the high-generality case, while for equivalent generality,

the best relevance assessments would produce the best performance :12].

The actual retrieval effect of the four types of relevance assessments is

outlined in the graphs of Figure 3.

It may be seen that when citations only are used in query and document

vectors (the 'y' portions), the low generality A and B assessments give

much superior performance (Figure 3 (a)). On the other hand, when standard

thesaurus concepts are used in addition to citations, as in Figure 3(b),

the differences among the four types of assessments largely disappear. The

same is true when the thesauru; alone is used for analysis purposes (without

the additional citations). The latter results are in agreement with earlier

studies showing that only minor differences occur in averaged recall-precision

graphs with normal variations in relevance assessments. (13] The large

differences in the performance of the "citations only" run of Figure 3(a)

must then be due to the peculiar nature of relevance assessments 'A' and 'B',

and to the special treatment accorded to the source document citations during

the relevance judging procedure. For practical purposes, it appears safer

to use the 'C' and 'D' judgments in assessing the relative importance of

1O
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citation data and standard subject indicators in a retrieval environment.

The main output results are shown in Figure 4 for both 'A' and 'C'

relevance assessments. It may be seen that in both cases the augmented

thesaurus vectors, obtained by adding citation concepts to standard subject

indicators, improve the precision performance by up to ten percent for a

given recall point. The short "citations only" vectors provide superior

performance for the 'A' relevance assessments for the reasons already stated.

Even with the 'C' judgments, the citation indexing alone provides a very

high standard of performance in the low recall range.

The usefulness of bibliographic c!.tatious for content analysis

purposes is further illustrated by the output of Figure 5 in which a standard

word stem matching process is compared with the word stem vectors augmented

by citation information. It can be seen from the output of Figure 5(a) that

the augmented stem vectors generally produce better performance t'lan the

standard word sterns; this confirms the results obtained in Figure 4 for Lie

thesaurus process. Furthermore, the output of Figure 5(b) shows that

augmented thesaurus vectors are slightly preferable to augmented word stem

vectors.

The performance data of Figures 3 to 5 were obtained by adding source

document citations to the normal query formulations. Since the source

documents exhibit especially strong relevance characteristics each user

knows in advance that the source documents are immediately germane to the

information queries an attempt was made to relax the requirement for

source document citations by replacing them by the citations attached to a

randomly chosen relevant document.

Specifically, each query is first processed in the standard manner

using a normal thesaurus look-up procedure. A document identified as relevant
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after the fact but not known to the u]er in advance is then used in lieu

of the normal source document, and citations T1o7J to reLevant document are

used to form the augmented query vector. The relevant documents chosen for

this purpose are eliminated i--rom the document collection for evaluation purposes.

The output of Figure 6 shows that the citations obtained from the rendomly

chosen relevant documents do not have sufficiently strong relevance che..rac-

teristics to lead to an improved retrieval performance over and above the

standard thesaurus method.

The following principal results emerge from j.cint citation test:

a) the general usefulness of bibliographic citations for document

content analysis, previously noted by a rL.T-er of other investi-

gators, is entirely confirmed;

b) bibliographic citations used for documen_ content identifica-

tion provide a retrieval effectiveness fully comparable to

that obtainable by standard subject indicato:s at the low

recall-high [recision end of the I,erformance range;

c) the augmented document vectors, consisting of standard concepts

plus bibliographic citation identifiers appear tc provide a

considerably better retrieval performance than the standard

vectors made up of normal subject indicators only;

d) the bibliographic citations attached to information requests

should be taken from documents whose strong relevance character-

istics to the respective queries is known in advance by the user

population.

The present experiment then leads to the conclusion that documents

processed in a retrieval system should normally carry bibliographic citation

codes in addition to standard content indic queris area received

from the user population, improved service can to obtainer: by using

document citations as part of the query formulatirns whenever docurxrts with

1 1 (4
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a priori relevance characteristics are identified by the users at the time of

query submission. If no documents with strong relevance characteristics are

available when the query is first received, bibliographic citations can still

be used as a feedback device by updating the query formulations with citations

from previously retrieved relevant ,documents.

l I t)
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IV. Automatic Resolution of Ambiguities from 1!atural Language Text

S. F. Weiss

Abstract

This study investigates automatic disambiguation by template analysis.

The evolutionary process by which ambiguities are created is discussed.

This leads to a classification of ambiguities into three classes: true,

contextual, and syntactic. The class assigned to a given word is

dependent on the syntr,ctic and semantic functions ?erformed by the word.

Only true ambiguities a e suitable for automatic resolution.

In this study, automatic disambiguation is accomplished 1y an

extended version of template analysis. The process consists in locating

an ambiguous word and in testing its environment against a predetermined

set of rules for occurrences of words and structures which indicate the

intended interpretation. Experiments using this process show that a high

degree of accuracy in resolution can be achieved.

The process under consideration is not completely automatic

because it requires that a set of disambiguaticn rules be created a priori.

The creation of this rule set, however, is sufficiently straight forward

that it may eventually be done automatically. A learning program is imple-

mented to accomplish this. The process reads input words and attempts to

resolve any existing ambiguities. If a resolution of the ambiguity is

performed incorrectly, the rule set is augmented and modified apptopriately,

and -..he next input is considered.

The experimental results obtained are poor for the first few inputs.

'he performance steaCily improves as more inputs are processed, and filially

nu
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levels oif at above 90% accuracy. A true learning process is thus indicated.

The proposed learning process is not only useful for disambiguation,

but can also serve for a number of other applications, where it may be desired

to tailor a process to a particular user need.

1. Introduction

An ambiguous word is defined as a word which can have two or more

different meanings. There exist a great many such ambiguous words and tLoir

occurrence in text is fairly common. In general they create no problem for a

human reMer because he is constantly aware of the context of the material

he is reading and of the real world. This usually makes obvious the proper

definition of an ambiguous word. For example, the word BOARD may mean, among

other things, a piece of wood or a group of people. In the first of the two

samp3c sentences below, the ambiguity is resolved by the context of the sen-

tence while in the second, resolution is achieved by the reader's knowledge

of the real world. In (Aber words the reader knows from his general knowledge

that it is much more likely to cut a piece of wood than a group of people,

even though it is technically possible to do both.

A: He is a member of the board of directors.

B: 7fe cut up the board.

Disambiguation by computer is considerably more difficult. A computer does

not automatically conceptualize the context of the text as it is read. Also

a computer cannot be expected to contain the vast store of knowledge that a

human reader possesses. This stidy presents some techniques for automatic

semantic disambiguation of words from natural language text and the application of

template analysis to this process. A complete discussion of template analysis

120
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is presented in Weiss [16).

The justification for such a study is that ambiguities in text are

detrimental to any natural language process which uses that text. The

extent of the damage imposed by ambigiities varies with te., natural language

process as is shown by the three examples below.

1. In a SMART-like information retrieval system ambiguous words

are assigned multiple concepts to represent their various

possible definitions. Since only one of the definitions is

is actually correct, this process adds erroneous material to

the document and query vectors. But this is not a serious

problem since ambiguous concepts are rare and thus rrak? up

only a small part of a document or query vector. Resolution

of ambiguities makes a very small change in a concept vector

and hence causes only a very small change in document-query

correlations. Thus in a retrieval environment, ambiguities

may not pose a very serious problem and are hardly worth

resolving. Examples 2 and 3 present environments in which

the consequences of ambiguities are more serious and dis-

ambiguation is more justified.

2. A serious problem in automatic syntactic analysis is that an

z,nalyzer may produce many analyses for a single :;.nput. It

is very difficult if not impossible to determine the intended

analysis from among this set. Thus syntactic analysis schemes

which generate as few analyses as possible are clearly the most

desirable. One cause of multiple analyses is words which have

more than one syntactic role. For example, the word FLYING

can be either a verb or an adjective. This in turn gives

rise to several analyses of

THEY ARE FLYING PLANES.

Some systems perform semantic tests to determine which of

the syntactic analyses is semantically feasible. An even better

approach is to resolve ambiguities irior to syntactic analysis

2
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thus reducing the number of analyses produced. It somtimes happens

that syntactically ambiguous words are also semantically ambiguous.

NEGATIVE for example is usually an adjective when it means NOT and

a noun in the photographic context. Thus by resolving the semantic

ambiguity, the syntactic ambiguity is also removed. In this way

resolution of semantic ambiguity can reduce the number of analyses

resultant from an automatic syntactic analysis scheme and hence

simplify the task of determining the correct analysis.

3. In natural language command analysis or a natural language programming

language, each statement must be mapped into a unique command or

command sequence. Statements which due to ambiguities simultaneously

specify more than one command sequence are unexecutable. Current

programming languages such as FORTRAN and ALGOL deal with this

problem simply by prohibiting all but the most trivially resolvable

ambiguities (such as the minits sign which may be unary or binary).

This is not possible in natural language command analysis and thus

all ambiguities must be resolved before execution is possible.

These three examples shoe how the problems caused by ambiguities in

natural language text va./ according to the application. In the third example

resolution is a necessity while it is more or less a convenience in the other

two. In general it appears that at best, %Mbiguities do no harm and at worst

they are disasterous. In no case do they ever seam to have constructive effects.

Of course there are other examples of consequences of ambiguities but these

three seem sufficient to justify further investigation into the area of

automatic disambiguation.

2. the Nature cif Ambiguities

Most word: in isolation do not have a well defined meaning. The exact

meaning of a word is formed by the interaction of the word and its context.

Each word is both acted upon by its context and acts upon its context. The
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action that a word performs on its context is called its semantic function.

This can be thuught of as a mathematical function with the word's context

as its argument and the total meaning as its value. An example is presented

in Figure 1 below.

Phrase: Bottom of the bottle

Word: Bottom

Semantic function: indi.cates lowest point in context

Context: "of the bottle"

Application of semantic function to context yields the

value: lowest point in the bottle

Example of Semantic Function

Figure 1

Building on the concept of semantic function it is now possible

to define three types of ambiguities. A word is a true ambiguity if it

has two or mc:e distinct semantic functions. An example is the word

DEGREE. This may refer to a unit of tempe:ature or angle as in "a 90

degree turn" or an award from a school as in "college degree". These are

clearly two separate semantic functions. Some words have only one

semantic function yet still appear ambiguous. This situation is produced

when a single semantic function, acting on a variety of contexts, produces

vastly different meanings. Such words are termed contextually ambiguous.

As an example, the word CORE is considered ambiguous in the ADI dictionary.

It refers to both a computer memory and the central part of something.

However there is only one semantic function at work here and it designates

the central aspect of its context. A computer memory is at least

12,3
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conceptually if not physically the center of a computer. Thus CORE 2s a

contextual ambiguity according to the definition above.

A third type of ambiguity is syntactic ambiguity. The meaning of such

a word is dependent upon its syntactic role. The meaning of ELABORATE, for

example, differs somewhat depending on whether it is used as a verb or adjective.

These differences in meaning, however, are generally just slight variations of

a single semantic concept.

The classification of an Embiguous word into one of these categories

is not a strictly defined process. The categories are not completely disjoint;

and the ambiguous words themselves are in a constant state of evolutionary

change much like biological evolution. A good example of the development of

an ambiguous word can be seen in the word BOARD which can mean a piece of

wood, a group of people (board of directors), or food (room and board).

Originally board referred only to a piece of wood or a table. Because of

their close relation to the table, the people who met there and the food

served on it became associated with the board. In time this connection

disappeared and BOARD currently appears to have three separate meanings. In

general, ambiguities seem to stem from idioms and association: due to

similarities such as between the food and the table on which it is served.

These words gradually evolve into contextual and finally true ambiguities.

Many of the words currently considered contextually ambiguous may eventually

become true ambiguities. For example, it is conceivable that in the future,

computer memories may no longer be considered a centre'. element of the machine

Thus CORE, shown previously to be a contextual ambiguity, mAy ber'ome a true

ambiguity. As another example, consider the word LUNACY. It was originally

thought that this forn of insanity was caused by the moon and hence the name.

Now, however, the lunar influence is better understood, and there is no

1 2 ti
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connection between the disease and the moon. Thus the common stvii

LUNA represents an evolved ambiguity.

Before considering resolution of ambiguities, it is necessary

to decide which type or types can and should be resolved. There are

several criteria for this decision. First, does the resolution of the

ambiguity add any additional information to that already known? Second,

does the added informati n warrant the work involved to determine it?

And finally, what harmful effects might be expected if the ambiguity were

not resolved?

As shown above the meanings of the various forms of a syntactic

ambiguity vary only slightly. Thus very little information is added if

revolution is performed. Also, harmful e2fects caused by syntactic ambiguities

are slight and occur only in special cases as is shown in the following

example. Let A, B, and C be words with A syntactically ambiguous and

having meanings in thesaurus classes 1 and 2 (see Figure 2). B and C are

not ambiguous. B is in thesaurus category 1 and C is in 2. Leaving A

unresolved, that is using only a single concept to represent A, would in

effect combine categories 1 and 2. This woul4 make B appear synonymous to

C which is not really the case. However, as shown previously, the

differences in meaning of the various forms of syntactic ambiguities are

slight thereby necessitating categories 1 and 2 being very close in meaning.

Thus com;:ining B and C is not a particularly grave error. For this reason

it appears unwarrante3 to resolve syntactic ambiguities.

WORDS THES. CATEGORIES

A 1,2 (SYN AMB)

B 1

C 2

Sample Syntactic Ambiguity
Finlire, 2

12
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As discussed previously, contextual ambiguities have only one semantic

function. The differences in meaning are caused by the context rather than

by the word itself. It is therefore questionable whether such words should be

disambiguated at all. Also because contextual ambiguities derive much of their

meaning from context, they may have a broad spectrum of meanings rather than

the few discrete meanings possessed by most true ambiguities. Intuitively at

least this seems to indicate that the resolution of contextual ambiguities is

both more difficult and less precise than resolution of true ambiguities.

Experiments in this area show this to be the case.

The remaining class, the true ambiguities, demonstrates the properties

necessary to justify their resolution. The remainder of this study deals with

techniques for automatic resolution of true ambiguities.

3. Approaches to Disambiguation

Many automatic natural language analysis systems have a facility for

automatic disambiguation. For some this entails the use of semantic information

to resolve syntactic ambiguities and hence reduce the number of syntactic

parses. Other systems actually tackle the problem of true semantic ambiguities.

This section discusses some of these approaches to automatic disambiguation.

The easiest solution to the problem is simply to ignore it. This

approach is actually not as absurd as it initially appears. When the domt,in

of discourse is sufficiently limited, many ambiguities disappear. This is the

case with the information retrieval system implemented by Dimsdale and Lamson

(31. By limiting the sui-.ject area to the medical field, the problem of ambiguities

solves itself. For example, the word CELL has a number of possible meanings

(dry cell, jail cell, muscle cell). However, only one of these i,,terpretations

is appropriate to medicine; and thus in this context, CELL may be treated as

an unambiguous word.

1 2
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As mentioned previously, one possible application for automatic

disambiguation is in indexing documents for information retrieval. There

are a number of possible techniques. Some researchers, for example Ranganathan

[10] and Mandersloot et. al. [4], suggest that ambiguous words be represented

by a number of concepts which resolve the ambiguity. One of these additional

concepts could be the hierarchical father of the word under consideration.

For example, the ambiguity caused by the word TYPE could be resolved by

adding the concept for PRINTING. SMART uses a different method. An

ambiguous word is assigned the concepts of all its possible interpretations.

The set of concepts then share the total we!.ght. Thus SMART covers all

possibilities and is guaranteed of having the correct concept. However it

is also gn--anteed of having some wrong concepts. This inclusion of

error would appear to weaken the indexing scheme and hence damnge retrieval;

but this is not the case. The occurrence of ambiguous words is quite rar?

and hence the error introduced by the process represents only a very small

part of a total concept vector. Thus the effect on results is very small.

In addition problems can only be caused when a thesaurus is used that contains

words which are synonymous to some but not all of the interpretations of an

ambiguous word. Actual experiments reveal that the resolution of

ambiguities in SMART concept vectors results in improvement of less than

1%. Thus the added effort required to resolve ambiguities in this type

of information retrieval context seems unwarranted.

Some question-answering systems with a restricted data base are

able to disambiguate simply by testing the various interpretations against

the data base P.rid choosing the one that is applicable. DEACON is an

example of one such system 115]. A query such as the one below is ambiguous

since Guam is an island and an aircraft carrier. But since DEACON's data

12i
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--- base deals with ships, ths latter interpretation is chosen.'

How many people are on Guam?

Other systems perform a similar type of disambiguation by using lists of

true predicates. Coles' system, for example, tests the query ar-ainst a set

of truth values. Similarly the process used by Schank and Tesler tests various

ambiguous interpretations for consistency with a set of real world attributes.

Another basic method Tor automatic disambiguation is to associate

semantic features with each word in the lexicon. Pules, similar to syntactic

rules, can then test various rossibie interpretations for semantic as well as

syntctic wellformedness. One such system is Simmons' PROTCSYNTHEX (12).

Each word is associated with its semantic class. For example, "angry" is a

type of emotion and "pitcher" is a type of person (baseball player) or a type

of container. Ambiguities such as "pitcher" are resolved by testing its

syntactic structure against a set of semantic event forms. These indicate

possible valid relatioaships between semantic classes. The semantic event

forms reveal, for example, that a nerson can have an emotion while a container

cannot. Thus the disambiguation of "angry pitcher" is accomplished. Woods

accomplishes disambiguation in much the same way. Syntactic and semantic

features are attached to words; and rules indicate legitimate combinations of

these features.

Lesk uses a similar approach in his proposed natural language analysis

system, but with a unique statistical feature (7). In his system words are

assigned both syntactic and semantic role ini!.cators by the dictionary. The

perse then determines syntactic dependencies and tests them, for semantic

validity. Those interpretations which fail the semantic test are eliminated

thus accomplishing some disambiguation. In addition, each interpretation

12e..)
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of each ambiguous word has associated with it the probability of the

"correctness" of that interpretation. For example, in a sports text

the word "base" would be much more likely to refer to a baseball base

than to a military base; and probabilitie:, may be assigned accordingly.

During the syntactic analysis a number of possible parses are developed.

The probability of correctness for each is the product of its constituent

probabilities. In this way, interpretations with very low probabilities

of being valid may be eliminated thus accomplishing another form of

disambiguation.

The processes presented above use syntactic and semantic features

to qualify the words and then rAploy a common rule list to govern word

combination. A more detailed approach to disambiguation is to attach

specific combination rules to each word. The need for this can be seen in

the following simple example. Most noun phrases consisting of an adjective

and a noun assume the basic features of the noun. The phrase may then be

used anywhere that the noun is legal. For example, the phrase "folding

money" may be used wherever "money" can be used, This is not true for

"folding" which in some sense loses its identity when combined with the noun.

Most of the systems which use a combination rule list can determine this

property. There are, however, exceptions to this rule. Consider the phrase

"Tompkins County". Here the word "Tompkins", acting as an adjective,

dominates the phrase. It is all right to say "Fuffalo is in a county" but

"Buffalo is in Tompkins County" is semantically and geographically incorrect.

Thus in this case the phrase assumes the properties of the adjective. To

treat properly this and other similar cases, it is useful to associate

combination rules with individual words rather than using a common rule list

12u
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for all words. Some of the automatic systems which employ this approach are

those by Kellogg [6), and Quillian [9].

Kellogg's scheme assigns a set of data structures to each interpretation

of each word. These include semantic features and selection restrictions.

For a particular word the selection restrictions limit the words with which

it can be associated to only those with specific semantic features. For

example, the verb "talk" can take only an animate subject.

In Quillian's Teachable Language Comprehender, memory is represented

as an interconnected network of nodes. The meaning of a phrase is determined by

locating a path in the network from one conutituent word to the other. For

some phrases there are more than one legal path. This indicates an ambiguous

phrase. Disambiguation is achieved by using the shortest path. This represents

the most likely interpretation and is thus similar in approach to Lesk's

statistical scheme.

The processes discussed so far deal with disambiguation as a tool in

some sort of information retrieval or question-answering facility. Moyne [El

summarizes this type of disambiguation as falling into one of four interaction

types: interaction with the lexicon, with the data Lase, with the general

system capabilities, and if all else fails, interaction with the user. This

last type is strictly a last resort measure but is very helpful when unresolvable

ambiguities are encountered.

As shown above, much of the work in disambiguation deals with larger

information retrieval and question-answering systems. But some work has also

been done on ambiguities alone. In particular is the work by Stone [14), Coyaud

(2), and Borillo and Virbel 11). All these schemes are based on resolution of

ambiguities by examination of semantic context. Associated with each word is

a set of words and concepts which, if found near the ambiguous word, specify

1 Nt I
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a particular interpretation. Stone concentrates on the resolution of

anbiguities in high frequency words such as "matter". The study by Darin()

and Virbel represents the most detailed and complete discussion of dis-

ambiguation encountered in the literature. They discuss all forms of am-

biguities, and present for each, the methods needed for resolution. Ambiguous

words are divided into five classes:

1. key word

2. grammatical ambiguity

3. semantic ambiguity

4. combined semantic and grammatical

5. forced

The key words are words of variable importance whose resolution is not vital.

The forced words are so important that all interpretations must be repre-

sented. The remainder are self explanatory. The third and fourth classes

are most interesting and correspond roughly to the true ambiguities presented

in the previous section. Resolution is achieved by examing some environment

of the ambiguous word for certain structural or semantic clues. In addition,

Borillo and Virbel give a suggested list of attributes for a disambiguation

process. These are first, that the context of an ambiguous word should be

scanneu in closest to farthest order. Second, resolution rules should be

weighted according to their probability of correctness. And third, the scope

of the context should be variable from word to word.

building on this introduction, the next sections present an automatic

disam'Aguation scheme using the template analysis process. It is designod

as a disambiguation package for a natural language conversational system

and tva..7,1 expected input is clearly restricted. In addition, e,%ch ambiguous

word is treated separately and the relevant context of c .,'oxd is quite

limited. Thus the innut seems a.-nlicablr, to template analysis. 1 '3
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4. Automatic Disambiguation.

A) Application of Extended Template Analysis to Disarbiguation.

Associated with each ambiguous word is a set of keywords or structures

which identify the intended meaning. For example, if within the context of

the word BOARD, there are references to "fir", "pine", or "oak", a wooden

board is probably intended. If "chairman" or "meeting" occurs, board would

be taken 1:.o mean a group of people. This key to the intended meaning of

am ambiguous word is usually found !n the immediate context of that word,

often in the same sentence. The actuz1 optimal scope of context varies from

word to word. Borillo and Virbel indicate that .;-; general, best results are

obtained using large sentence groups (document abstracts). In some cases,

however, this is too broad and permits erroneous resolution by matching the

wrong key. For this reason the scope of context is defined here to be the

sentence containing the ambiguous word. Each sentence containing an ambiguous

word is scanned for a resolution key. This resolution key may be a word,

group of words, or structure, which reveals the intended meaning. The process

is implemented using an extended version of template analysis 116). This

section discusses the extensions to template analysis that are required to

facilitate automatic disambiguation. The disambiguation process is presented

in subsection B and the experimental results in subsection C.

A template is basically a string of words. It matches a natural

language input only if a substring of the input matches the template elements

exactly including ordering and contiguity. Many ambiguities may be resolved

using templates; but for others, templates are too strict a criterion. "ecr

these words the presence of a resolution key anywhere in the input is sufficient

to warrant resolution. For this reason the context rule is used. Like a

templw.e, the context rule is a string of words. However a context rule is

132
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considered to match an input if the input contains all the words of the rule

with no restriction on ordering or contiguity. In Figure 3 below, the template

matches only input A while the context rule matches A, B, and C. Thus a

context rule represents a purely semantic test while a template requires

both semantics and syntax (structure).

The process used for matching the input ngainst both templates a%d

context rules is a middle-outward search strategy. That is, the search begins

at the ambiguous word and extends outward in both directions. This guarantees

finding the resolution key which lies closest to the ambiguous word. This is

necessitated for two reasons. First, if an input contains two or more

occurences of a particular ambiguous word, each must be paired with its

closest resolution key in order to obtain correct results. The examples

in Figure 4, though admittedly rather contrived, demonstrate the need for

this technique.

B) The Disambiguation Process

The process of disambiguation requires the following elements:

a small thesaurus of words needed in the disambiguation process, a set of

templates and a set of context rules. The process first reads an input

and each word is looked up in the disambiguation thesaurus. Most words

are not found and are classified as unknown. Tha input is first matched

against the template set ani then the context rule set using the middle-out

search strategy. Disambiguation is performed by the first rule successfully

matched. The rules in each set are ordered so that the strongest rules,

that is the ones that are expected to provide the best disambiguation

performance, appear at the top. The weaker or last resort rules appear

near the bottom. Scanning the rule list top to bottom matches strong rules

before weak rules. This axitical sordariva essentially weights the rules

13,E
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Template: COMPUTER PROGRAMMING

Context rule: COMPUTER PROGRAMMING

Inputs: A. Elements of computer programming

B. Programming of digital computers

C. Computer design and 2rogramming

Template matches A only

Context rule matches A, B, and C

Comparison of Templates and Context Rules

Figure 3

Input A. It was very cold when he received his college

degree.

Action: COLLEGE rather than the temperature reference

must be used to disambiguate DEGREE.

Input B. His college degree was to a lame degree, well

earned.

Action: Each DEGREE must be associated with its nearest

resolution key.

Search Strategy (Underline Indicates Resolution Key)

Figure 4
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ensures that an input 13 matched with the rule that has the greatest

chance of providing a correct analysis. Associated with each rule is the

meaning appropriate to that resolution key. If no match is found between

an input and any rule, the ambiguity is considered unresolved. An option

may be used in connection with such unresolved inputs. For some ambiguous

words one interpretation is much more likely than all the rest. For these

a significant saving in the size of the rule sets and in the work involved

can be obcained by testinc for all :aut the most likely interpretation. If

no matches occur the result is taken by default to be the most likely meaning.

This option is used for some of the experiments that follow.

C) Experiments

After classifying the ambiguous words found in the ADI
1
dictionary

ao true, contextual or syntactic, five true ambiguities are chosen for experi-

mentation. The words are:

DEGREE

TYPE

VOLUME

BOARD

CHARGE

For each word except DEGREE a corpus of 50 sentences is used. A larger corpus

is used for DEGREE to provide a :.rare exhaustive test. Each corpus contains

all sentences from the ADI documentE which contain the ambiguous word as

well as other sentences written by the author and other informants. Each

corpus is divided into two sets: S-1, called the creation set, and 5-2,

1
The ADI Collection is a set of short papers on autoration and scientific

communication published by the American Documentation Institute, 1963.

13o
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called the test set. S-1 contains 20 sentences, S-2 contains the remainder

of the corpus. The experimental procedure used for each word is as follows.

First, using S-1 only, a thesaurus, terplate set and context rule set are

created by hand. The disambiguation program is than run on S-1. Appropriate

additions and modifications are made to the thesaurus and rule sets, and the

program is tried again. This continues until the process provides a high

degree of success in resolving ambiguities from S-1. The thesaurus and rule

sets existing at this point are thus effectively tuned to the creation set

S-1. Next, and without further modification of the thesaurus or rules, the

disambiguation process is run using S-2 as input. The process is thus tested

on an input set it has never seen before, and one to which it is not

specifically tuned. The result parame4:ers used are shown in Figure 5 below.

Resolution recall indicates what proportion of the total number of ambiguities

in the input set are correctly resolved, while resolution precision indicates

what proportion of the analyses performed by the system are correct. TI order

to perform satisfactorily, the process must give reasonably high values for

both RR and RP. In the optimal case both values are 1. The results obtained

for the five 5 -2 sets appear in Figure 6 along with totals for all five words.

The default option is used in the malysis of TYPE and CHARGE. Inputs for which

the system does not perform an analysis for these words are taken to be of a

particular interpretation. Thus no inputs are considered unanalyzed

(indicated in Figure 6 by an asterisk in the U column).

These results indicate that extended template analysis is a useful and

accurate technique for resolution of true ambiguities. The errors which do

occur are not, in general, generated by inputs with normal constra,:tions.

Rather they are due mostly to idiomatic expressions which are not included in

130
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T The Total number of ambiguities in the input set. (This number
is sometimes larger than the number of sentences in the input
set because a few of the sentences contain multiple occurrences
of the ambiguous word).

C The number of ambiguities resolved

I The number of ambiguities incorrectly resolved.

U The number of ambiguities not resolved in any way.

RR Resolution Recall = C/T

RP Resolution precision = C/(C+I)

Result Parameters

Figure 5

WORD T C I U RR RP

DEGREE 92 84 4 4 .92 .93

TYPE 30 29 1 .97 .97

VOLUME 30 27 1 2 .90 .96

BOARD 30 22 0 8 .73 1.00

CHARGE 32 30 2 .94 .94

TOTAL 214 192 8 14 .9U .96

* indicates default used

Results of Disambiguation of S-2 Sets

Figure 6
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in the creation set. As an example the e%nression ON BOARD is not in S-1

for BOARD. This in turn leads to a number of inputs in the test set being un-

analyzed. Vhjle s!lch idioms in natural language ray prevent perfect dis-

ambiguation quality, they occur relatively infrequently in practice and thus

reduce the system performance only slightly.

D) Further Disam])iguation Processes

A number of further processes are sugqestcl by tne experiments

performed here. First, a statistical weighting can be attached to each

resolution. This would represent the probability of correctness of the

given rale. ?he context of the ambiguous word could then be searched for

all, not just one, resolution key. For each key found, a correlation is

calculated which takes into account the probability of the rule being correct

as well as the key's distance from the enbiguous word. The rule with the

highest correlation is then used. In this way a strong resolution key can

take precedence ever a weak one lying closer to the ambiguous word.

second adeition is the use of a variable context. All oethods

for disambiguation presented here including those by Borillo and Virbel and

template analysis use a fixed context size for all words. However the optimal

context size varies from word to word. It would thus be better to associate

with each word, the context width that works. A thiid possible future

technique is to use antirulesl These are rules which if matched, tell what

interpretation cf the Lmbiguous words cannot be used. For example, if Y

appears in an input, interpretation X 3S prohibited even if indic tors for X

are present. These extensions, however, are beyond both the scope and the

and the spirit of they esent study.

138
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5. Learning to Disambiguate Automatically

470 Introduction

The processes of creating and modifying the sets of templates and

context rules as presented in section 4 are relatively sttaightfcrward

and algorithmic in nature. Rules are constructA from creation set inputs

by fairly specific means. Likewise, in rule modification an erroneous rule

is removed and replaced by on or more rules which perform correctly. It

senors possible that these tasks can be handled by computer. Thus instead

of telling the program what to do by manually supplying rules, the system

would learn to disambiguate by creating modifyirg its cwn rule sets.

The advantages of such a system over one of the type described previously

are obvious. First, it eliminates the need for a human analyst to study

sample inputs and create template and context rule sets. Second, the system

is not static. By learning from inputs and its own mistakes it is constantly

improving its performance. This process can even be used to tailor a

system to an individual user. Disambiguation rules, or rules for any

number of other processes, that are designeel by or for a particular user

are not always well suited for others. By al...owing the system to learn

separately from each individual, the particular neAds of each uses are

satisfied. This section discusses some techniques for automatically learning

to disambiguate.

B) Dictionary and Corpus.

When disambiguation rules are prepared by hand, the words which are

to be used in the disambiguation are known in advance. The disambiguation

dictionary need only contain these relevant words and thus i3 quite small.

In the learning process, Clem is no prior knowledge of the words that are

to be used to facilitate disambiguation. For this reason a full iictionary
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containing all the words in the input must be employed initially. This

large dictionary, however, is needed only tkmporarily. After the initial

instability of the learning process has settled down and relatively fixed

rule sets remain, the words in these rule sets may be used to construct a

small disambiguation dictionary which can be used thereafter.

The corpora used in this study are very special. In practice an

operational learning system has a very large input set. The learni...o process

may thus extend over hundreds or even thousands of inputs. However, such

large data sets are neither readily available nor practical for an experimen-

tal system. For this reason it is necessary to develop a small corpus which

simulates a much larger one. This is a technique used in a number of experi-

mental studies including Harris' investigatia:. of morpheme boundaries [5].

The rules governing this stem from two fundamental maxims of education. First,

a student or learning device cannot be expected to answer a question abott

something he has not seen previously. That is, a student's first exposure to

a concept must be in a learning not a testing environment. And second, to

evaluate learning quality, testing is required. Basically these rules !,ay

that to test properly a learning system, each concept to be learned must

occur at least twice in the input, once for learning and subsequently for

testing. single occurrences are undesirable because if they are consid red

as a test, they violate the first iule, while if, as the first rule stipulates,

the single occurrence is considered for learning only, no testing can occur

and the second rule is violated. '.arge data collections are likely to have

multiple occurrences of most concepts. This however is not true for small

corpora; and care must be taken to ensure such repetition. To accomplish

this the following algorithm is used for corpus construction for each

ambiguous word. First, a set of 20 short sentences is writtln, each containing

J 1
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the ambiguous word. No restriction on vocabulary or construction is

imposed for these first 20 sentences. Next, 40 more sentences are

written asing only worts found in the first 20. Again no restriction on

construction is imposed. The resulting 60 senLences are sufficiently

restricted in vocabulary to ensure that most words and constructs occur

at least twice. The corpus thus simulates a corner of a much larger

collection. To determine if the system is unlearning previously learned

information while learning new material, the actual input consists of the

set of 60 sentences repeated three times. Each set of 60 is randomly

permuted to elimi"ate any prejudice due to ordering. The input format

is summarized in Figure 7. Such corpora currently exist for three

ambiguous cords:

DEGREE

TYPE

VOLUME

These are chosen from the set usee in previous experiments, bec ?use VOLUTi:

is rather difficult to disambicuate, TYPE is fairly easy, and DEGREE is

between, tending toward difficulty. It is felt that the results obtained

and the problem:. encountered ,4ith these words are typical of those to ba

expected for most other words.

C) The Lerning Pro,lass

The learning procss is implemented as a set of subroutines to the

system described in .tection 4. Dynamic template and context rule lists

replace the f:xeJ sets. Initially there are no rules in these sets. The

processing of ?ach inpvt se..tence proceeds as follows. After the input is

14i



A: Corpus, permutation 1

B: Corpus, permutation 2

C: Corpus, permutation 3

Summary of Input Format for Learning System

Figure 7

14
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read and the ambiguity located, the system attempts to disambigrate tha

word using templates and context rules currently in the system. When the

analysis is complete, the system looks at the correct answer. If the analysis

is correct, the system is assumed to contain the appropriate rules for the

recognition of the input structure and the system goes (in tc, the next input.

If the system is unable to resolve the ambiguity, that is, if no existing

rule matches the input, new rules must be added. New templates ant context

rules are created using the prespecified parameters I and J. I specifies the

size of the area around the ambiguous word From which templates are to be

made. Similarly J indicates the size of the area from which con ext rules

are to be made. In general J !s larger than I ,ince unstructured resolution

keys can lie farther away from the ambiguous word than do structured keys.

For this study I and J have the values of 2 and 5 respectively. A LempLate

is made for each word of the input sentcnce which lies within plus or minus

I of the ambiguous word. The templates preserve the ordering and the

relative distance between words. A context rule is created for each word

within plus or minus J of the ambiguous word provided the word is not found

on a predefined exclusion list. As indicated prev5ously, context rules have

no ordering or contiguity restriction. The exclusion list contains I,)rds

which are of no value in establishing context. These include articles, some

prepositions, forms of the verb TO BE etc. The ,Ast is created by consider-

ation of context in general and without any reference to specific words being

disambiguated. The exclusion list is not used in the creation of templates

because some apparently trivial words are actually important when found in

particular structural relationships to an ambiguous word. For example, one

of the primary templates for the disambiguation of TYPF is

TYI E OF
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The templates and context rules created by this process are first placed in a

temporary store and checked against rules already in the permanent template

and context rule sets. All rules in the temporary store which are not

duplicates of existing rules are edGed to the bottom of the appropriate

permanent set. This completes the action for an unanalyzed input.

The third possible outcome is for the system to produce an erroneous

analysis. In this case the rule sets not only lack the rules needed for

correct analysis, but also contain an erroneous rule. Therefore'when this

situation arises, the rule which produces the incorrect result must first

be removed from the rule set. Each rule lying below the deleted rule is

then popped up one posi.zion in the rule list. Next, templates and context

rules are added just as in the previous case. The operation is summarized

in Figure 8.

Critical ordering of rules, as is done in section 4 is not possible

when rules are created automatically. However the process of deleting a

rule and popping up those below it and then adding the new rules at the

bottom tends to make the better rules, that is those which do not get deleted,

filter to the top. While this method may not be as effectore as critical

ordering by hand, it does tend to concentrate the better rules near the top

of the lists. The top down search strategy thus matches rules against an

input in roughly bast first order. Experimental results which verify this

are presented later.

Ideally, a system such is that described :hove operating on a corpus

of the form shown in Figure 7 should generate the following type of results.

The fi':st few inputs are of course unanalyzed due to the lack of information.

As more inputs are read, the overall system performance should begin a steady

iuTrovement. Eventually the system should stabilize with a fixed rule set

14 4
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READ
ANSWER

1-1-7NGUNANALYZED

CORRECT

/

EXCLUSIONy
LIST

[.....___

/

CREATE
TEMPLATES

L
CREATE

CONTEXT RULES
/

DELETE
WRONG RULE

Summary of Learning Process

Figure 8
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and near perfect disambiguation. From this point the system should never

unlearn. That is, it should never err on an input that it previously

analyzed correctly. Likewise it should not be overly sensitive to the order

in which inputs are introduced. Actual experimental results obtained com-

pare euite favorably with this idealized behavior. These results are pre-

sented in subsection E.

1)) Spurious Rules

The learning process presented in part B has a few inherent

problems. These center mainly around the treatment of spurious rules. A

spurious rule is defined to be a template or context rule which does not

discriminate between interpretations of an ambiguous word. As an example,

assume that templates and context rules for disambiguatioL of TYPE are made

from input A in Figure 9. One of the templa,- extracted from this input

is LARGE TYPE. This however is of no value as can be seen from input B.

Thus LARGE TYPE is considered a spurious rule.

Input A: The book is printed in large type.

(interpretation 1, "printing")

Input B: A tiger is a large type of cat.

(interpretation 2, "kind or variety")

Example of a Spurious Rule

Figure 9

The difficulty with the process as presented in subsection C (to be

called version 1 in the remainder of this study), can be visualized by the
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following example. Assume rules are learned from input A in Figure 9.

Included among these is the spurious rule LARGE TYPE which is assc3iated

with interpretation 1. Assume also that input B is then processed by a

match with LARGE TYPE and hence incorrectly associated with interpretation

1. Version 1 then deletes the interpretation 1 template and substitutes

one which is identical except for its association with interpretation 2.

Thus a spurious rule is deleted but replaced with one equally spurious.

This actually produces a slight improvement since the new rule is inserted

at the bottom of the list and thus is less likely to be matched than the one

it replaces. But the spurious rules remain and can cause further errors.

They may even cause a thrashing back and forth between interpretations and

thus prevent stability.

One possible solution to this is implemented in version 2. Wheneve:

a rule is to be deletel because it causes an incorrect analysis, the set

of new incoming rules is checked for an occurrence of this same rule. If

found, the matched rule is not added to the permanent rule set. Thus using

version 2, the incorrect analysis of input B would not only remove LARGE

TYPE from the template set but would also prevent this same template (with

a different interpretation) from entering the se: at that time. In the

short run this has the effect of eliminating spurious rules from the system.

But since no record is kept, these same spurious rules may reenter the system

the next time they occur. A reoccurrence of input A follwAng input B

for example, would put LARGE TYPE back on the rule list. thus while version

2 does provide some advantages over version 1, there is still room for

improvement.

The second modification, version 3, solves the difficulty inherent

to version 2. When spurious rules are located, they are removed from

14:



IV-30

both the rule set and the new entering set as in version 2. But in addition

the rule is recorded on a list of undesirable rules. All incoming rules

are checked against the undesirable list. if a match is found, that incoming

rule is deleted. In this way a spurious rule, once found, is permanently

prevented from reentering the system. While this process may cause a mild

retardation in the learninu rate due to the decreased number of rules used,

the slowdown is more than compensated by the increased accuracy of the results.

The workings of versions 1, 2, and 3 are summarized in Figure 10.

E) Experiments and Results

The experimentation consist.i of processing each of the three corpora

with the three system versions, a total of nine runs in all. The corpora

are each 180 sentences in length and are described previously in subsection

B. The performance measures that are taken are shown in figure 11. These

results are tabulated in Figure 12. Figure 13 shows the resolution recall

and precision for each word calculated at ten document intervals. ANerages

for the results in Figure 13 are presented in Figure 14. These results

show how the overall system performance improves as more inputs are seen, thus

indicating a true learning process. These charts also show the general

superiority of version 3 over the other two. To indicate this fact more

clearly, Figure 15 shows tho difference in resolution recall and precision

for the three versions averaged ove,r all corpora. Version 1 is taken as the

standard and lies on the x axis. Displacement above or below the x axis

represents superiority or inferiority relative to version 1. These graphs

show that version 2 and especially version 3 improve both resolution recall

and precision over version 1. That is, not only do they partor.. more correct

analyses than version 1, they also perform fewer incorrect analyses. Usually

14d
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INPUT STATUS AFTER INPUT

V-1 Rule
Set*

V-2 Rule
Set*

V- 3
Rule Set Undesirable

Rule List

A URGE TYPE LARGE TYPE LARGE TYPE

(1)** (1) (1)

Et LARGE TYPE LARGE TYPE

(2) **

A LARGE TYPE LARGE TYPE LARGE' TYPE

(1) (1) LARGE TYPE

(1) (1)

* This chart shows only the part of the rule set that is
relevant to this discussion.

** Numbers in parentheses indicate the interpretation
associated with the rule.

Interpretation 1 is printing
Interiiretaticr 2 is kind or variety

Summary of Versions 1, 2, and 3

Figure 10
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T The total number of ambiguities in the data set

C The number of correctly resolved ambiguities

I The number of incorrectly resolved ambiguities

U The number of unresolved ambiguities

RR Resolution Recall = C/T

RP Resolution Precision = C/(CAI)

Performance Was:res

Figure 11

150
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WORD VERSION T C I U RR RP

DEGREE 1 180 155 19 6 .86 .89

DEGREE 2 180 158 14 8 .88 .91

DEGREE 3 180 160 12 8 .89 .93

YPE 1 180 166 10 4 .92 .94

YPE 2 180 166 7 7 .92 .96

YPE 3 180 164 4 12 .91 .98

0LUY2 1 180 144 30 6 .80 .83

OLUME 2 180 144 30 6 .80 .83

OLTJME 3 180 152 15 13 .84 .91

TALS 1 540 465 59 16 .86 .89

2 540 468 51 21 .87 .90

3 540 476 31 33 .88 .94

General Results rf Learning Process .

Figure 12
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DEGREE

NO. OF INPUTS VERSION 1

PROCESSED
VERSION 2 VERSION 3

RR RP RR RP RR RP

10 .40 .80 .40 .80 .40 .80

20 .55 .79 .50 .77 .50 .77

30 .60 .75 .57 .77 .57 .77

40 .67 .79 .65 .81 .65 .81

50 .64 .72 .66 .79 .66 .79

60 .66 .74 .63 .79 .70 .81

70 .70 .77 .71 .81 .73 .82

80 .74. .77 .74 .82 .75 .83

90 .73 .79 .77 .84 .75 .85

100 .76 .81 .19 .86 .8i. .87

110 .78 .83 .80 .86 .82 .88

120 .80 .84 .82 .87 .83 .89

130 .82 .85 .83 .89 .85 .90

140 .83 .86 .84 .89 .86 .91

150 .83 .87 .85 .90 .87 .92

1,50 .84 .88 .86 .91 .87 .92

170 .85 .83 .87 .91 .88 .93

180 .86 .89 .88 ...)2 .89 .93

Recall and Precision Results at Ten Input Intervals

Ambiguous word is DEGREE

Figure 13A
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YPE

O. OF INPUTS VERSION 1

ROCES. ;0

VERSION 2 VERSION 3

RR RP RR RP RR RP

10 .50 .71 .50 .71 .50 .71

20 .65 .76 .65 .81 .65 .81

30 .67 .77 .67 .83 .70 .88

40 .72 .81 .73 .85 .75 .88

50 .78 .85 .78 .89 .76 .90

6U .82 .88 .82 .91 .80 .92

70 .84 .89 .84 .92 .83 .94

80 .86 .91 .86 .93 .85 .94

90 .88 .92 .88 .94 .84 .95

100 .89 .Q3 .89 .95 .86 .96

110 .89 .92 .89 .94 .87 .96

120 .89 .92 .90 .95 .88 .96

130 .90 .93 .90 .S5 .88 .97

140 .91 .93 .91 .95 .89 .97

150 .91 .94 .91 .96 .89 .97

160 .91 .94 .91 .95 .90 .97

170 .92 .94 .92 .96 .91 .97

180 .92 .94 .92 .96 .51 .98

Recall and Precision Results at Ten Input :ntervals

Ambiguous word is TYPE

Figure 138
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VOLUME

NO. CF INPUTS VERSION I

PROCESSED
VERSION 2 VERSION 3

RR RP RR RP RR RP

10 .10 .17 .2G .33 .20 .33

20 .30 ,40 .35 .47 .45 .64

30 .40 .50 .43 .54 .53 .70

40 .47 .nG .50 .59 .55 .67

50 .54 .61 .54 .61 .60 .71

60 .58 .65 .60 .67 .65 .75

70 .61 .67 .63 .69 .69 .79

90 .65 .70 .65 .70 .73 .82

90 .68 .73 .68 .73 .76 .84

100 .71 .76 .70 .74 .78 .86

110 .73 .77 .72 .76 .80 .87

120 .74 .78 .73 .77 .79 .87

130 .76 .80 .75 .78 .80 .88

140 .77 .81 .76 .80 .81 .89

150 .78 .81 .77 .81 .83 .30

160 .79 .82' .79 .82 .83 .90

170 .79 .82 .79 .82 .84 .90

180 .80 .83 .80 .83 .84 .91

Recall and Precision Resutls at Ten Input Intervals

Ambiguous word is VOLUME

Figure 13C



AVERAGES

NO. OF INPUTS
PROCESSED

VERSION 1 VERSION 2 VERSION 3

RR RP RR RP RR RP

10 .33 .56 .37 .61 .37 .61

20 .50 .65 .50 .66 .53 .74

30 .55 .67 .55 .71 .60 .78

40 .62 .72 .62 .75 .65 .79

50 .65 .72 .66 .76 .67 .80

60 .69 .76 .70 .79 .72 .83

70 .72 .78 .72 .81 .75 .85

80 .74 .79 .75 .82 .78 .86

90 .76 .31 .78 .84 .79 .88

100 .79 .83 .79 .85 .81 .90

110 .80 .84 .80 .85 .83 .90

120 .81 .85 .82 .86 .83 .91

130 .82 .86 .82 .87 .84 .92

140 .84 .87 .64 .88 .85 .92

150 .84 .87 .84 .89 .86 .93

160 .85 .83 .85 .89 .87 .93

170 .85 .88 .86 .90 .83 .93

180 .66 .89 .81 .90 .88 .94

Average Recall and Prcision for All Corpora

Tabulated at Ten Input Intervals

Figure 14
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Percent
Difference

Percent
Difference

10

8

6

2

10

8

6

4

2

Precision

50 100 150

No. of Inputs Processed

Pecan.

-40-41-40 Version 3

I I ---1.--
50 100 150

No. of Inputs Processed

'version 2

Average Improvement Achieved by Versions 2 and 3
Over Version 1

figure 15
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this results in an increased number of unanalyzed inputs. This is actually

a very desirable result since if a choice must be made between an input

being analyzed incorrectly or not analyzed at all, the latter seems prefer-

able. An example of this can be seen in Figure 13B. Version 2 produces only

a few more correct analyses than does version 1, and thus the recall results

show very little difference. However version 2 produces many fewer incorrect

analyses *bus significantly improvii,; the precision results.

The results shown so far are prejudiced iownward by the inclusion

of the start-up portion of the learning process which necessarily performs

poorly. Therefore a more important measure of system performance is a

moving average. Figure 16 shows for each word the number of disambiguations

performed correctly, incorrectly, and unanalyzed for ea:h ten sentence

group. These charts clearly indicate the anticipated poor start, the

gradual improvement, and the final stabilization at near perfect performance.

A 10 in the "Correct" column repr cents perfect resolution for that sentence

group. These statistics are toimmarized by Figure 17. And in Fi,re 18, these

averages ere shown graphically. The x axis is the interval number. Irterval

',, for example, contains inputs 41-50, etc. The y axis represents the

number of correct analyses out of a possible 10. These charts are very

graphic proof that thc learning process builds and stabilizes at a high

performance level.

Several other statistics are worthy of note. Figure 19 shows for

each run the number of spurious templates and context rules contained in

the rule sets at the end of that run. This number is broken down to slow how

many of these spurious rules occur in the first, middle, and last third of

their respective rule sets. These figures indicate first that most rules

learned by the system are not, spurious; and secondly, tVIt spurious rules

15r
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DEGREE

INPUTS VERSION 1 VERSION 2 VERSION 3

1-10

11-20

21-30

31-40

42-50

51-60

61-70

71-80

81-90

91-100

101-110

111-120

121-130

J31-140

141-150

151-160

161-170

17' 180

C I U C I U C I U

4 1 5 4 1 5 4 1 5

7 2 1 6 2 2 6 2 2

7 3 0 7 2 1 7 2 1

9 1 0 9 1 0 9 1 0

5 5 0 7 3 0 7 3 0

8 2 0 8 2 0 9 1 0

9 1 0 9 1 0 9 1 0

8 2 0 9 1 0 9 1 0

9 1 0 10 0 0 10 0 0

10 0 0 1C 0 0 10 0 0

10 0 0 9 1 0 10 0 0

10 0 0 10 0 0 10 0 0

10 0 0 10 0 0 10 0 0

10 0 0 10 0 0 10 0 0

9 1 0 10 0 0 10 0 0

10 0 0 10 0 0 10 0 0

10 0 0 10 0 0 10 0 0

10 0 0 10 0 0 10 0 0

C No. of Correct Analyses out of a Possible 10
I No. of Incorrect Analyses
U No. Unanalyzed

Disambiguation Performance for Ten Input Groups

Ambiguou., vord is DEGREE

Figure 167.
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INPUTS VERSION 1 VERSION 2 VERSION 3

1-10 5 2 3 5 2 3 5 2 3

11-20 8 2 0 8 1 1 8 1 1

21-30 7 2 1 7 1 2 8 0 2

31-40 9 1 0 9 1 0 9 1 0

'1-50 10 0 0 10 0 0 "3 0 2

51-60 10 0 0 10 0 0 10 0 0

61-70 10 0 0 10 0 0 10 0 0

71-80 10 0 0 10 0 0 10 0 0

81-90 10 0 0 10 0 0 8 0 2

91-100 10 0 0 10 0 0 1U 0 0

101-110 9 1 0 9 1 0 if 0 0

111-120 9 1 0 10 0 0 10 0 0

121-130 10 0 0 9 0 1 8 0 2

131-140 10 0 0 10 0 0 10 0 0

141-150 10 0 0 10 0 0 10 0 0

151-160 9 1 0 9 1 0 10 0 0

161-170 10 0 0 10 0 0 10 0 0

171-180 10 0 0 10 0 0_ 10 0 0

C No. of Correct Analyses Out of a Possible 10
I No. of Incorrect Analyses
U No. Unanalyzed

Disambiguation Performance for Ten Input Groups

Ambiguous word is TYPE

Figure 16H
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VOLUME

1INPUTS VERSION VERSION 2 VERSION 3

1-10 1 5 4 2 4 4 2 4 4

11-20 5 4 1 5 4 1 7 1 2

21-30 6 3 1 6 3 1 7 2 1

31-40 7 3 0 7 3 0 6 4 0

41-50 8 2 0 7 3 0 8 1 1

51-60 8 2 0 9 1 0 9 1 0

61-70 8 2 0 8 2 0 9 0 1

71-80 9 1 0 8 2 0 10 0 0

81-90 9 1 0 9 1 0 10 0 0

91-100 10 0 0 9 1 0 10 0 0

101-110 9 1 0 9 1 0 10 0 0

111-120 9 ] 0 9 1 0 7 1 2

121-130 10 0 0 9 1 0 9 0 1

131-140 9 1 0 10 0 0 10 0 0

141-150 9 1 0 9 1 0 10 0 0

151-160 9 1 0 10 0 0 9 0 1

161-170 9 1 0 9 1 0 9 1 0

111-180 9 1 0 9 1 0 30 0 0

C No. of Correct Analyses out of a Possible 10
I No. of Incorrect Anevses
U No. Unanalyzed

Disambiguation Performance for Ten Input Groups

Ambiguous word is VOLUME

Figure 16C
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INPUTS AVERAGE NO. OF CORRECT ANALYSES OUT OF POSSIBLE 10

VERSION 1 VERSION 2 VERSION 3

1-10 3.33 3.67 3.67

11-20 6.67 6.67 7.00

21-30 6.67 6.67 7.33

31-40 8.33 8.33 3.00

41-50 7.67 8.00 7.67

51-60 8.67 9.00 9.33

61-70 9.00 9.00 9.33

71-80 9.00 9.00 9.67

81-90 9.33 9.67 9.33

91-100 10.00 9.67 10.00

101-110 9.97 9.00 10.00

111-120 9.33 9.67 9.00

121-130 10.00 9.33 9.00

131-140 9.97 10.00 10.00

141-150 9.33 9.67 10.00

151-160 9.33 9.67 9.97

161-170 9.67 9.67 9.67

171-180 9.67 9.67 10.00

-__

Average Number of Correct Analyses for Each Ten Input Group

Maximum is 10

Figure 17
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1 b'

10

No.

Correct 5

No.

Correct

No.

Correct

10

10

Version 1

6 12 18

1

6

Version 2

Interval

I I Interval
12 18

Version 3

1
I Interval

6 12 18

Average Number of Correct Analyses
For Each Ten Input Group

Figure 18
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RUNS # OF
TEMPS

SPURIOUS # OF

C.R.

SPURIOUS

1/3 2/3 3/3 TOT 1/3 2/3 3/3 TOT

DEGREE V-1 31 2 2 7 11 25 0 3 4 7

DEGREE V-2 28 2 1 5 8 23 0 3 3 6

DEGREE V-3 19 1 0 1 2 22 0 1 5 6

TYPE V-1 21 1 3 4 E 15 0 3 3 6

TYPE V-2 18 1 3 2 6 12 0 2 1 3

TYPE V-3 20 1 3 3 7 10 0 1 1 2

VOLUME V-1 36 4 6 9 19 22 0 2 3 5

VOLUME V-2 31 3 3 8 14 21 0 2 2 4

VOLUME V-3 25 2 3 5 10 18 0 1 3 4

TOTAL 229 17 24 44 85 168 0 18 25 43

NuAber of Spurious Rules Found in the First, Middle and Last

Third of Each Rule Set (For Each Run).

Figure 19
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tend to be densest at the bottom of the rule sets. Thus due to the top-down

search strategy, correct rules are far more likely to be chosen than spurious

ones.

As stated previously one requirement for a good learning system is

that it not be prone to unlearning. An input is considered to be unlearned

if it is seen once and analyzed correctly and subsequently seen again and

analyzed incorrectly. Figure 20 shows the number of unlearned inputs for

each of the nine experimental runs. The low values here clearly indicate

that once the system has learned to disambiguate a particular input, that

capability remains learned. Also, the fact that versions 2 and 3 perform

better than version 1 with respect to unlearning indicates that the preven-

tion of spurious rules is an aid in the prevention of unlearning. Unlearning

may stem from sources other than the system itself. If a user provides

incorrect information to a learning system, improper rules and subsequent

unlearning may result. In an operational learning system it may therefore

be necessary for an analyst to review periodically the newly learned rules

prior to their final acceptance into the permanent rule set.

One final investigation is to look at the contents of the undesirable

rule lists following each version 3 run. Figure 21 shows the total number of

rules in the lists and the number which by hand analysis are found to be

actually spurious. Ideally all rules in these lists should be spurious; and

the figures shown are quite clt.3e to this ideal. These results show that the

system i3 able to learn not only the rules which make good disambiguaters,

but also those which are not useful. The results presented here show these pro-

cesses are truly capable of learning to disambiguate with a high degree of success.

F) Extensions

There are numerous other applications for a learning technique such



WORD VERSION 1 VERSION 2 VERSION 3

DEGREE J. 1 0

TYPE 1 1 0

VOLUME 4 3 2

IV-47

AVERAGE 2 1.67 0.67

Number of Unlearned Inputs for. Each Run

Figure 20

RUN

LENGTH

TEMUATE LIST

# SPUR LENGTH # SPUR

DEGREE 10 9 2 2

TYPE 1 1 1 1

VOLUME 9 8 3 3

TOTAL 20 18 6 6

ACCURACY 90% 100%

Composition of the Useless Rule Lists

(Version 3 Only)

Figure 2i
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as the one presented previously. A large system with many users ma; be able

to learn the individual needs and techniques of its users. The system

could thus tailor a specialized subsystem to ea-h individual. In the area

of information retrieval a system might be able to learn to modify techniques

and parameters in order to improve relevance feedback performance for a

particular collection and user. In nearly any application where a set of

rules or parameters must be created in order to perform some form of

analysis, the learning technique is potentially valuable, especially where

many such sets must he created to meet the needs of many users.

The learning process can also be applied to )atural language

analysis in the resolution of pronouns. Unlike ambiguities which have

multiple meanings, pronouns have no meaning in isolation. To determine

meaning, the word to which the pronoun refers must he located. This could

be accomplished in the following way. The learning process looks at each

roun in the vicinity of the pronoun and learns their contexts. These are

then compared 0.th the context of the pronoun and the noun with the best

match used. There are of course some problems tu be solved. For example,

not all pronouns refer to a specific thing. The fact that some pronouns

encompass large concepts or merely provide an impersonal subject can be

seen in the second and third example sentences below.

A. Take an egg anc oreak it into a bowl.

(specific refeience)

B. The consequence of this is that the project is feasible.

(mdltiple reference)

C. These results show tha it is possible.

(impersonal)

This can provide a more accurate natural language analysis process and

1 Gb
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improve performance in any natural language -pplication.

6. Conclusion

This study is intended first to demonstrate the importance of disam-

biguation in various for of natural language analysis, and to motivate

investigation into tha automation of this procec'i. It also serves as a

test of the template analysis facility. The study s:,ows that it is possible

to perform this disambiguation with a high degree of accuracy using an

extended form of template analysis and a predetermined set of structured

templates anti unstructured context rules. The creation of these rules

requires an analyst to examine typical inputs and determine the words or

structures which indicate the intended meaning of the ambiguous word. As

is shown in 5 this manual process may be eliminated by implementation of

a process which allows the system to disambiguate for itself. With the

exception of the first fe,1 inputs for which the performance is understaniably

low, the learning process demonstrates the same high degree of accuracy

achieved with the hand made disambiguation rules. Not only is the system

Able to learn which rules provide good disambiguation, it can also deter-

mine w.ch rules do not, and exclude these rules from the system. The

learning process has applications in many areas and template analysis

appears sufficiently general to facilitate many of the applications.

1 i
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V. The Effect of Common Words and
Synonyms on Retrieval Performance

D. Bergmark

Abstract

V-1

The effect )f removing common words from document and query vectors

is investigated, using the Cran-200 collection. The method used is com-

parison of a standard stem dictionary and a thesaurus with a new dictionary

formed by adding an expensive common word list to the standard stem dic-

tionary. It is found that removal of common words from the query and docu-

ment vectors significantly increases precision. Query and document vectors

without either coxon words or synonyms yield the highest precision results

but inferior :ecall rssults. Synonyms are found to be more effective for

recall than common word:.

1. Introduction

A thesaurus results in about 10% better retrieval than a standard

stem dictionary, according to resultu in previous studies [2]. This fact

leads to the question of why the thesaurus performs better: is it because

it groups terms into synonym classes, or is it because the thesaurus in-

cludes a large common word list. If both contribute to the superiority of

the thesaurus, then it is desirable to determine what proportion of this

improvement is due to each factor. Taking common words out of a thesaurus

could consume little timt compared to that required for grouping concepts

into synonym classes if an appropriate means of automatically generating

the common word list- ware found. Therefore, if a large amount of irprove-

ment of a thesaurus o,er the stem dictionary is due to removing common

1 "/
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words and putting them in a separate list, then it would be advantageous to

devote work to methods of isolating the insignificant words.

The subject of this paper, then, is a caparison of the search re-

sults of a standard stem dictionary, a thesaurus, and a standard stem dic-

tionary with an extensive common word list. The results of this study indicate

that a large amount of the difference in retrieval performance between thesaurus

and standard stem dictionaries is due to the removal of common words into a

separate list. Surprisingly, the effect of synonyms and of common words are

similar; both encourage higher recall but both degrade precision.

2. Experiment Outline

A) The Experimental Data Base

With limited resources, it is fairly importat to choose carefully the

collection to be studied. First, the collection be small enough to be

manageable within the resources available, yet large enough to give signifi-

cant results. The collection also has to have both a thesaurus and a word stem

dictionary available.

The Cran-200 collection seems to satisfy these criteria and is chosen

as the basis for the study. This colle tion has 200 documents and 42 queries,

and the text is available on tape for lookup with a new dictionary.

Is) Creation of the Significant Stem Dictionary

Invest!.gating the retrieval effectiveness of an extensive common word

list together with a standard stem dictionary requires, per force, the genera-

tion of a new dictionary. Svecifically, the new dictionary desired is one which

has the same stems as the standard stem dictionary but with many more words

marked as common.

1 71



V-3

The most readily available common word list for the Cran-200 collec-

tion is contained in the Cr6n-200 thesaurus. In fact, the thesaurus is

essentially the same dictionary as the standard stem dictionary except that

many more words are flagged as common, and synonyms are grouped into concept

classes by assignment of the same concept number to all word stems synonymous

with each other. Furthermore, since the same word may ocel)r in more than one

concept class, one term may have more than one concept number assigned to it.

Thus more "significance" decisions are mr.,de in constructing a

thesaurus than in constructing a standard stem dictionary, both in removing

common and in removing infrequently used words from the dictionary list.

Hence if a thesaurus is turned back into a standard stem dictionary, the

result is a standard stem dictionary with a large common word list. There-

fore, rather than golu,,, through the standard stem dictionary and marking

additional words as common, the strategy followed in this experiment is to ,;,,o

through the thesaurus and renumber the words so that the common words are

still flagged as common, but the stems are separated so that no two stems

have the same concept number and each stem has only one concept nurler.

This method is efficient since no word-matching need be done to determine

which are commea words and which Jre net.

Punching the Cran-200 thesaurus, CRTHES, from Tape .c2 onto carth,

yields approximately 3380 cards with one thesaurus term per card alon with

its concept class(es). These Lards are then used as input to a 360/20 RFT,

program which punches a duplicate deck in which each thesaurus term is

assigned a unique concept number, with numbering starting at 1 :or the

significant terms and at 32001 for common terms. This results in 2946

significant, distinct words and 741 distinct cormon words.

That the resulting di:tionary (henc,forth referred to as thc

17
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"significant stem dictionary") is the one desired can be seen from ANendix

I, which lists some typical query vectors using each of the three dictionaries.

It can be seen that the significant an standard stem queries are sufficiently

similar except for the inclusion of common words in the standard stem c:Jeries.*

The significant stem dictionary has approximately twice as many words marked

as common than does the standard stem dictionary. In addition, the significant

stem dictionary has about 65% as many significant concepts as the standard, and

many of the remainder are actually common and so were nevar included, or were

deleted from, the thesaurus. The new dictionary thus has the same word signif-

icance decisions (i.e., the same common word list) as the thesaurus, but the

same grouping decisions (i.e., none) as the word stem dictionary.

C) Generation of New Query and Document Vectors

With the creation of the new dictionary, it is necessary to reassign

,ectors for the queries and doc., gists of the Cran-200 collection in preparation

for search ',uns. To accomplish this task the LOOKUP program, written in PL/I,

is used. This yrogram reads in a dictionary, a suffix list, and the query or

document texts; it then generates concept vectcrs for the texts using the standard

suffixing rules. It is run once for the querie3 and once for the documents.

Some decisiol, has to be made concerning the suffix list; ideally it

should be as close as poJsible to that used for creating the original thesaurus

and standard stem vectors for the Cran-200 collection. The suffix list used in

this study contains approximately 195 terns.. and the resulting vectors indicate

that it is quite similar to the one used to gererate thesaurus an0 standard stem

vectors.

*There was some concern in the early stages of this work that the thesaurus con-
tains many full words rather than stems. Although there are full words in the
thesaurus which are only stems in the sten cictionary, the reverse is also true.
In any case, analysis of individJal queries shows that these discrepancies have

significant effect on what is retrieved.
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As far as the Cran-200 text is concerned, it has to be picked out from

the Cran-1400 collection. A slight modification of the LOCKUP program does

this by allowing the user to specify which of the Cran-1400 query and docu-

ment texts are to be processed. One Cran-200 text (Text 995) is not on the

Cran-l400 tape but is fortunately not relevant to any of the Cran-200 queries;

it is not believed That the missing document perturbs results very much.

The average length of the resulting significant stem queries is 6.14

words as opposed tc the standard stem queries with 8.26 words and the thesaurus

queries with 6.98 words. The size of the document vectors varies proportion-

ally with the length of the queries, except that the thesaurus document

vectors are in general slightly shorter than the sig: stem document

vectors.

Why there are more words in the thesaurus qua i, in the signif-

icant stem queries is somewhat unclear. As can be ser f2 m the queries listed

in Appendix I the additional words in the thesaurus ,e col:mon ones,

these words have been removed from the thesaurus, all = use they were

judged to Le common, and thus do not appear in the s t stem queries.

On the other hand, some thesaurus queries have few/ nt terms than

the significant stem queries; this is because if two re synunymous,

their concept number appears only once in the thesa u y with a heavier

weight.

D) Pocument Analysis Search and Average Fu

In order that the evaluation of all three dio'cr:aries is on a con-

sistent basis, search run= r-tist Le done .sir g vector, 71erated with all three

dictionaries. Relevar,cy judgments must be added to tl s:g,nifica],t stem

query vectors obtained by LOOKUP so that the same ti, ,:.dc,7ents c,,

1 Iq
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for each of the three sets of queries. A fairly simple search without complex

parameters is performed so that unnecessary complications in analysis do not

arise. A full search lists the top thirty documents, and then a positive feed-

back search using the top five documents is done to make sure ti,at removing

common words and synonyrs does not have an unforseen effect on feedback.

The results of the three searches, thesaurus, significant stem and

standard stem, are compared by analysis of overall measures as well as in-depth

analysis of individual queries to see to what extent not having synonyms hurt

or help the retrieval process. Similarly, in-depth analysis is required to

see what effect common words, or lack of them, have on retrieval.

To aid the analysis, the standard averages are obtained as well as

the recall-level and document-level recall-precision graphs. The three full

searches are compared with each other, and the three feedback runs are compared

with each other. Results are verified using the standard significance tests.

In addition, some statistics are calculated by hand to determine

retrieval effectiveness. Specifically, it is felt that the default rank recall

measure provided in the SMART averaging routines is not quite suited to the

analysis being done here. When some of the relevant documents do not have any

correlation with the query, the averages have to be based or extrapolation; in the

standard SMART run, the rank recall is calculated assuming that the relevant docu-

ments with no correlation appear at the bottom of the list (i.e., rank 200, 199,

198,...). Since this project is directed toward seeing what effect common words

have on precision as well as recall, it seems -better to take into account the

number of documents, relevant -and ncn-relevant, which correlate with the query

in the first place. That is it seems that if one is testing precision, and

if two queries each retrieve six cut of nine relevant documents, but one of

170
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them recovers thirty more non-relevant documents than the other before going

on to a zero correlation, it should be judged less precise than the other.

Thus in the graphs derived by hand, rank recall is excrapolated on the basis

of CORR.RANK+1, CORR.RANK+2, etc. for the relevant documents which have

zero correlation it the query.

All in-depth anal: is is performed on the full search results rather

than on feedback results because the project is more concerned with deter-

mining the effect of dictionaries rather than the effect of feedback on

retrieval. The recall-precision graphs for the three feedback runs are,

however, in_iuded in f,ppe:idix II.

3. Retrieval Performance Results

A) Significant vs. Standard Stem Dictionary

The results of this experiment show that, as expected, use of a

large common word list improves the retrieval performance of a standard

stem dictionary. It can be seem from Graphs 1 and 2, which show the recall

and precision averages for two full searches, one using the standard stem

dictionary and the other using the significant stem dictionary, that the

significant stem dictionary results in greater precision at all recall and

document levels.

Furthermore, global statistics for these runs bear out the same

conclusion, that the significant stem performs better than the standard stem:

Rank Recall

Log Precision

Standard Stem Significant Steri

.2424 .3331

.4202 .5053

fru
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1.0- Standard Stern
- Significant Stem

Precision .8

.7

.6-
.5-
4
.3- "A
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The above statistics are significant according to all the usua1. significanca

tests.

It is interesting to note that the difference between the signifi-

cant and standard stem curves remains fairly constant despite the recall

or document level. This indicates that the significant stem performs roughly

the same retrieval as the standard stem, only more precisely. In ocher

wofds, including common terms in the document and query vectors seems to

uniformly degrade precision performance.

B) Significant Stem vs. Thesaurus

It was originally expected rtat using a standard stem dictionary

with a large common word list would result in search per5ormance better

than the standard stem but not as good as the thesaurus. From the recall-

precision Graphs 3 and 4 it can be seen that contrary to these expectal!ons

the significant stem performs just as well as the thesaurus, if not better.

The similarity of the significant stem and thesaurus curves is

confirmed by global statistics, which while extremely close give a slight

edge to the significant stem dictionary:

Rank Recall

Log Precision

Significant Stem Thesaurus

.3331 .3222

.5053 .4880

Here the difference between the two curves is not the same. The

significant stem performs better than the thesaurtLs at the low end of the

curve, but loses this edge as recall increases. One rt,iv thlt the

standard stem queries find only the first iew relevant docure:ent:: faster th,in

Flo
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1.0

.9

Precision .8

.7

.6

,5

4
.3

.2
.1

A-A Thesaurus
- Significant Stem

ZAN
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Ittzt

1111111111
.1 .2 .3 .4 .5 .6 .7 .8 .9 1.0
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1.0
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Recall
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Graph 4
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the thesaurus.

C) Standard Stem vs. Thesaurus

In general a thesaurus results in better retrieval performance than

a standard stem dictionary, and this experirient has roughly the same

appearance. Recall-Precision graphs 5 and 6 indicate the superiority of

the thesaurus over 'he standard stem at all recall and document levels,

with the superiority most marked at high recall levels. That the thesaurus,

with its common word list and synonyms, is better than the standard stem

but is approximately equal to the significant stem, with only a common word

list, indicates that much of the improvement of the thesaurus over the

standard stem is due to the common word list. Furthermore, comr,arison of

these tl..:ee sets of recall-precision plots seems to indicate that at the

low recall end synonyms actually degrade precision, ac).ing as common words do.

D) Recall Results

The difficulty with the significant stem dictionary, however, can

be detected in the normalized global statistics (Figure 1).

Standard Stem Significant Stem Thesaurus

Norm Recall

Norm Precision

.8489

.6615

.833C

.6918

.8732

.6924

Normal Recall and Precision for Full Search, All Dictionaries

Figure 1

These global statistics are much closer than t);e. Ranl Rocall and

Log Precision and indeed, the first favor the standard stern dictionary over

t',e significant stem althol.:gh neither are sif,oificancly different ac,:ocding
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8
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1.0
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to the t-test. .c problem displayed here is that the significant stem

ultimately results in toyer recall than does the standard stem; more

queries have rank and precision measures based on extrapolation in the first

case than in the second.

To he specific, 14 of the 42 queries using the significant stem

dictionary do not have a 1.00 recall ceiling during the full search, while

only nine of the standard stem and six of the thesaurus do not. The average

recall ;eiling for the significant stem is 0.8853 while the average recall

ceiling for the standard stem is 0.9390 and 0.95b5 for the thesaurus. After

feedback, however, the difference narrows somewhat, going to 0.9504 for the

significant stem dictionary and 0.9841 for the standard stem dictionary

(the thesaurus at 0.9814 after feedback is not quite as good as the standard

stem dictionary).

It is reasonable that the recall ceiling is higher for the standard

stem than for the significant stem, since the average query length for the

latter is greater than that for the former. Thus chances for a significant

stem query not correlating at all with documerts relevant to it ate greater

than those for a standard stem query. Similarly synonyms improve the chances

for the thesaurus query's matching at least one relevant document.

To measure this recall difference in another way, Figure 2 displays

a recall measure used by Keene ?)based on the average rank of the last

relevant document retrieved. rigure 2 is based on the full sear0, results.

The method 1 averages, which measure ullimate a.call ability, shows

that th? chesaucus is superior in this 1.,iect, the significant stem

dictionary ha,.. the i:cerest recall. The retl.ol 2 d..,ra.te7;, .:'rich

are more a r,-,easure of precision in that they also if,c:die a 7.eaaure of h:w

many non-rilevant docu,.onts are retrie-ed t,,fcre correlation gees to zero,

1
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Dictionary Method 1 Method 2

Standard Stem

Significant Stem

Thesaurus

83.33

87.64

73.24

60.29

46.45

57.57

Method 1: Unrecovered relevant documents assigned ranks of 200, 199,
etc.

Method 2: Unrecovered relevant documents assigned ranks of CORR.RANK+1,
CORR.RANK+2, etc. where CORR.RANK is the rank of the
documents with the lowest correlation with the query greater
than O.

Average Rank of the Last Relevant Document

Figure 2

18d
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put the significant stem at the top of the list. ii,Js these averages

reinforce the previous hypothesis that if the user wants to recDver every

last relevant document, he should use the thesaurus, and if instead he is

interested in minimizing the number of non-relevant retrieved, he should

use the significant stem dictionary.

E) Effect of "Query Wordiness" on Search Performance

While it seems char that significant stem results in an overall

increase in precision over standard stem queries, it seems likely that the

"wordiness" of a query, or the number of common words included in the

standard stem query not included in the significant stem query, should have

some effect on retrieval. That is, the more verbose a standard stem query

is, the more non-relevant documents should be retrieved before all the rele-

vant ones. Graph 7 shows the rank recall averages for standard and signifi-

cant stems, over all 42 queries, at various levels of "wordiness".

It is Lot really clear th;t rotricval deteriorates faster as more

and more common words are added to the query. A couple of possible explana-

tions for this are 1) all the common words together may retrieve the same

documents, since the comrr.on wordo in a given query may he "related", or

2) of the common words added, only one or two of them are responsible for

retrieving garbage. (The latter theory seems to be confirmed by study of

inu.i,idual queries.) The left part of the graph is of course identical for

both dictionaries since at that point the queries are practically identical.

F) Effect of Query Length on Search Performance

It also seems likely that the difference in icrforce would vary

depending; on the numb,er of significant ccncepto in the query. For example,

if th,> significant stem qucly is very explicit, containing many -;ignificant
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concepts in it then the added common words in the standard stem query should

result in extremely precise retrieval. On the other hand, a very shot query

in terms of significant concepts would, cne supposes, almost have to contain

common words if any documents are to be retrieved at all. This hypothesis,

however, is aot born out by the search results. Graph 8 plots rank recall

for the significant and standard stem queries at various query lengths over

42 queries.

Graph 6 indicates that there are indeed differences in the improvement

of significant stem over standard stem queries, but there !Es no easy way to

characterize the differences. There are other factors affecting retrieval,

such as the number of documents relevant to the query. For example, with a

very short query and few relevant documents, common words would be more

necessary than if there are a lot of relevant documents. Thus the only fact

shown by Graph 8 is that retrieval can vary with the length of the query; the

best recall occurs at the average number of significant concepts, which is

roughly six.

G) Effect of Query Generality on Search Performance

Remaining is the question of whether it is wise to forget about using

a thesaurus with synonyms, since removing common words alone improves stem

retrieval. Certainly the recall-precision graphs indicate that precision

suffers with the thesaurus, particularly at low recall and dccurent levels.

In many cases, then, it appears that .,:ynonyms retrieve mo,-e non-relevant

documents than ,1 Jictionaly without synonyms.

Graph 9, however, indicates that the picturo for the thesaurus is

not all that lack. his graph show-, for all three iiot5:naries, rank recall

plotted against the number of d cuments re'evant to the query, hold'ni-, query

length constant; when query generality is low, the thesaurus performs hest.

180
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Using a thesaurus improves the chances of those one or two relevant documents

being retrieved, whereas the signficant stem query may fail to correlate

with any of the relevant documents. When there are many relevant documents,

however, a thesaurus loses its edge because at least one of the relevant

documents is likely to he retrieved by any of the queries, and the thesaurus

synonyms serve only to retrieve a large amount of non-relevant items.

H) Conclusions of the Global Analysis

The general conclusions which may be drawn from this global analysis

are as follows:

1) If one is interested in precision, it is definitely wise to

remove common words from the query and document vectors.

2) If one is interested in a high recall ceiling during a full

search, one should use a thesaurus. The thesaurus has better

ultimate recall than does stem alone, indicating that synonyms

retrieve better than common words do.

3) If there are few documents relevant to a query, one should use

a thesaurus. Keen reaches much the same conclusion, saying that

"for users needing high precision with only one or two relevant

documents, the thesaurus is little better than stem on IRE-3,

but in CRAN-1 and ADI, a larger superiority for the thesaurus

is evident." (2) (CRAM -1 is the same collection as is Leing used

here.) It is possible that while synonyms are useful in the

Cran-200 and ADI collections, in other collections synonyms

would not be required even .or high recall.

4) If there are many relevant documents to a query, it is just

as good and perhaps Letter to remove both corron words and

synonyms from, the query and document vectors.

18



V-20

4. Analysis of Search Performance

Having reached some conclusions on the basis of overall statistics, it

is new appropriate to examine the reasons for these results by looking at some

specific queries.

The overall averages presented in section 3 indicate the _general superi-

ority of the significant stem dictionary over the standard stem dictionary. At

all recall (and document) levels, the significant stem has greater precision than

does the standard stem. The reason for this improvement in performance can be

seen by inspection of Query 36 (Figure 3).

Relevant
Document #

Standard Stem
Rank & Corr.

Significant Stem
Rank & Corr.

Thesaurus
Rank & Corr.

37 1 .4234 1 .5292 1 .4889
35 2 .2413 2 .3111 2 .3651

36 7 .1365 4 .2046 6 .2614

34 14 .1064 5 .1519 5 .2505

Rank Sum .4167 .8333 .7143
Log Precision .4503 .8615 .7762
Norm Pccall .8941 .9074 .9949

Norm Precision .7843 .9716 .9491

Query 36

Figure 3

The standard stem query has two more terms in it than does the significant stem

query, "determine" and "establish." It cr he seen from Figure 3 that removal

of these two common words from the query doubles search effectiveness.

All three queries retrieve documents :35 and 37 first; the standard stem

query, however, retrieves four non-relevant documents before the third relevant

one. Two of these non-relevant documents are retrieved by the query word

"determine" while the other two ale retrieve] simply because they are short and

18:s



V-21

contain one query term each.

Analysis of this query demonstrates two reasons why removing common

words is beneficial to retrieval. Cr.2 is that common words increase the

chances of the query's correlating with a non-relevant document simply

because that document and the query have the same common words in them.

Secondly, inclusion of common words greatly increases the length of the

document vectors, but short texts are lengthened relatively less than are

long texts. Thus short texts have a decidedly greater chance of a high

correlation with the query; having one term in common with the query gives it

a disproportionately high correlation when relevancy should not be a function

of text length.

Also indicated by the recall-precision curves is the similarity of

the significant stem and thesaurus retrieval, with the significant being

slightly better in general. This finding is also borne out by Query 36

(Figure 3), whrre only two non-relevant documents are retrieved by the

thesaurus query, as opposed to the one retrieved by the significant stem

query, before a recall level of 1.00 is reached. Interestingly, the short

document containing the terms "axial compressor" which was retrieve.' early

by both the stem queries is not one of these two non-relevant documents

retr*e,ed early by the thesaurus query; rather, synonyms account for the

retrieval of the two non-relevant items. Specifically, the query term

"compressor" appears only once in the two non-relevant .cocuments, while the

synonym "impeller" appears seventeen tires, giving them a high correlatio:,

with the thesaurus query.

Query 36 thus ch2.17enstrates why synonyms can degrade precision;

"compressor" is a frequently occurring word in the Cran-200 collection and

kill
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in combination with its synonyms can cause retrieval of a number of non-

relevant documents. Using stems alone, on the other hand, gives less

emphasis to words like "compressor" and more to the group of significant

query terms as a whole.

Nevertheless, it is difficult to make hard and fast distinctions be-

tween the search precision of thesaurus queries verstr7 significant stem

queries. In Query 27 (Figure 4), for example, it is precisely the synonyms

which account for the high performance of the thesaurus query. All three

versions of Query 27 are identical, except that the thesaurus query, of

course, includes synonyms. These synonyms serve to retrieve with relatively

high precision the first three relevant documents. Specifically, document

160 does not contain the term "boundary-layer" but it does contain its

synonyms "boundary" and "layer" three times each. In this case, the low

precision effect of synonyms is offset by the large set of query terms;

taken as a whole, the complete set of query terms and their synonyms helps

pinpoint the relevant documents more accurately.

Relevant
Document #

Standard Stem
Rank & Corr.

Significant Stem
Rank , Corr.

Thesaurus
Rank & Corr.

160 45 .1826 34 .2287 c
., .4327

28 43 .1902 46 .2020 8 .3813

56 31 .2105 32 .2297 11 .3750
29 75 .1035 77 .1226 54 .2307

7) 62 .1284 57 .1667 71 .1405
161 138 .0309 - - 166 .0367

Norm Recall .6795 .3333 .7285
Norm Precision .2920 .2754 .4772

Rank Re:a1) .0533 .0150 .0623
Log Precision .2699 .1692 .3336

Query 27

Figure 4
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The superior correlation of relevant items 28 and 56 with the

thesaurus query as opposed to the stem queries is explained by the shorter

thesaurus document vector lengths (Figure 5).

Document Thesaurus Length Significant Stem Length

28

56

57

26

63

27

Length of Relevant Document Vectors for Query 27

Figure 5

Similarly, the significant stem is more precise than the standard stem

because significant stem document vectors are shorter, giving higher weights

to their significant terms.

Search results in this study corroborate the findi.lgs of past

workers that the thesaurus is better than the standard stem dictionaries.

The results also indicate tlat much of this difference may well be attribut-

able to the lengthy common word list of the thesaurus. In Query 36 (Figure

3), for example, the imprcvement of the thesaurus query over the standard

stem query is due more to the removal of common words than to synonyms.

The same improvement can be seer, in Query 7 (Figure 6) where the

thesaurus results in num.h batter retrieval than the standard stem query.

All three queries retrieve the same two relevant and the same non-relevant

documents in the first three recovered. After that, however, the next

relevant document is foul i in ranks 11, 13, and RI for the .ipificant

stem, thesaurus, and standard stem queries, respecti,:ely. This difference

in retrieval is clearly due to the removal of common words, since the two

dictionaries with the long corrnon word list ranked about the same. Synonyms
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Relevant
Document #

Standard Stem
Rank & Corr.

Significant Stem
Rank S Corr.

Thesaurus
Rank & Corr.

41 2 .4042 3 .4914 1 .4762
90 3 .3175 3 .3536 3 .3859

42 41 .1459 11 .2176 13 .2572
72 53 .1279 47 .1211 35 .1918
95 60 .1200 70 .0773 44 .1672

Norm Recall .8523 .8800 .9169
Norm Precision .5944 .6856 .7130
Rank Recall .0943 .1136 .1563
Log Precision .3528 .4129 .4351

Query 7

Figure 6

contribute very little to the high precision in the initial retrieval stages.

Results indicate, however, that at the higher recall levels the

thesaurus is superior. This is shown in Query 7 (Figure 6) where the last two

relevant documents are retrieved much faster by the thesaurus query than by

either of the two stem queries. The reason for this is primarily the shorter

document lengths of the thesaurus vectors, and secondarily the synonym

"coefficient" is matched with the query term "derivative" in one case.

(Shorter document length also explains the faster retrieval of 72 by the

significant stem than by the standard stem.) In the case of document 95,

however, the standard dictionary works Letter than the significant stem

dictionary because the common terms "comparison" and "number" combined with

the significant "mach" boost the e,:cument-query correlation of 95.)

That 'he significant stem dictionary has severe short-comings in the

lower correlation, higl recall., ranges is without doubt. This degradation in

recall is not fully reflected by the recall-precision graphs, though it is

15,3
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seen in the normalized global statistics (Figure 1).

The main explanation for this phenomenon appears to he that the

significant stem vectors, with neither common words nor synonyms in them,

have a good chance of "missing" a relevant document altogether. Query 23

(Figure 7) demonstrates this in that one of the two relevant documents does

not correlate at all with the significant stem query.

Relevant
Doc...ment #

Standard Stem
Rark & Corr.

Significant Stem
Rank S Corr.

Thesaurus
Rank S Corr.

143 3 .2197 5 .1257 10 .]991
148 13 .1346 - 5 .2683

Norm Recall .9672 .4899 .9697
Norm Precision .6999 .3722 .6748
Rank Recall .1975 .0146 .2000
Log Precision .1802 .1003 .1772

Query 23

FT.gure 7

In this query, Item 148 has none of the significant query Terms. It

does, however, contain tne synonyms "impeller" and "Compressor" for the query

term "pump," and it also contains "method," a common term found in the stE!n-

dari stem Query. (It should be noted that Document 148 is picked up after

feedback for the significant stem query.)

While both common words and synonyms are useful for retrieval at

h:1,7h recall levels, synonyms are superior in this respect. In Query 3

(Figure 8) the thesaurus is the only dictionary of the threc which achieves

100% recall during the full search.

19k
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Relevant
Document #

Standard Stem
Rank & Corr.

Significant Stem
Rank & Corr.

Thesaurus
Rank & Corr.

57 3 .2134 3 .2889 8 .3303
31 24 .1331 14 .1862 13 .2476
30 16 .1486 21 .1795 20 .2182
32 9 .1825 10 .2102 23 .2001
4 18 .1450 19 .1827 25 .1876
33 - - - - 124 .0441

Norm Recall .7861 .7887 .8351
Norm Precision .5681 .5724 .5132

Rank Recall .0778 .0787 .0986

Log Precision .3774 .3797 .3497

Query 3

Figure 8

The only reason that document 33 is retrieved by the thesaurus is

that it contains the term "high-pressure-ratio" which matches "pressure" in

the thesaurus query. Even the five extra terms added to the standard stem

dictionary query fail to retrieve this last relevant item.

It is interesting to note here that while recall is superior for the

thesaurus in Query 3, precision is not. The synonyms, as noted above, retrieve

many non-relevant documents, and here more so than even common words do.

Once again, the rule that high recall means low precision seems to be borne out.

Although the sii,nificant stem fails to achieve a 100% recall ceiling

more often than both the other dictionaries, there are cases when high precision,

low recall, and feedback can be effectively used to achieve high precision

and high recall. One case of this is Query 1 (Figl.le 9) where io many non-

relevant items are retrieved by the thesaurus and the standard stem that feed-

back is impossible because the user sees no relevant documents. Once again, as

is typically the case, the thesaurus has the highest recall ceiling but not



V-27

very precise retrieval.

Relevant
Document #

Standard Stem
Rank & Corr.

Significant Stem
Rank S Corr.

Thesaurus
Rank C Corr.

22 29 .0899 1 .2209 33 .1109
21 - - - - 32 .1115
1 - - - - - -

Query 1 after feedback

22 29 .0899 1 .9796 33 .1109
21 - - 9 .0955 32 .1115
1 - 2 .1996 -

Query I

Figure 9

The significant stem query retrieves only one of the three relevant items

(22), but this item is used for positive feedback an] in turn retrieves

another relevant document (21). No feedback, on the other hand, can be done

with the standard stem query (only 22 correlates, and it is in rank 29) or

with the thesaurus query (two relevant documents correlate with the query,

but are in ranks 32 cd 33). Thus query 1 demonstrates that it is not always

necessary to have complete recall, at least during the initial search; high

precision is more useful if feedback is going to be used.

The feedback recall-precision graphs in Appendix II indicate that

this is precisely what happens, since feedback improves the ,recision of

the significant stem, much more than the other two dictio:,aries at the high

recall end of the carve.

The effect of query length en precision, where length is the nu-ler

of significant concepts in the query vectors, do.s not appear to vary

retrieval results in a consistent manner. If a query it worded very

1 90
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specifically, which dictionary uJed is immaterial (see Query 12, Figure 10).

On the other hand, a lengthy query may zero in faster on relevant documents

but in the long run retrieves more non-relevant ones.

Relevant
Document /1

Standard Stem
Rank 6 Corr.

Significant Stem
Rank 6 Corr.

Thesaurus
Rank 6 Corr.

46 1 .5175 3 .5284 5 .5217
49 2 .4759 2 .5423 2 .7272
48 4 .4308 7 .4558 7 .4937
50 5 .3996 4 .5185 3 .6963

47 6 .3857 5 .4642 6 .5067
51 7 .3776 8 .4082 8 .4660

Norm Recall .9966 .9931 .9914
Norn Precision .9663 .9111 .8950
Rank Recall .8400 .7241 .6774

Log Precision .8859 .7466 .7137

Query 12
Figure 10

The length of the query is less important than the number of documents

relevant to a query. If there are a lot of documents relevant to a query, it

is often better to ,e a narrow query first (no common wcrds or synonyms)

and then use feedback t ) retrieve the remaining relevant items. In Query 16

(Figure 11) the thesaurus has tine highest recall ceiling in the full search,

but at the same time retrieves so many non-relevant that on'y one relevant

item is available for feedback. The standard stem does not have quite a high

recall ceiling and also has only one document in the top five for feedback.

significant stem, however, retrieves two relevant in the top five and so

feedback is more effective (the total of relevant document ranks after feed-

back is the least for the significant stem query).

19 (
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R,21evant

Document
Number

Standard

Full

Stem
Feed-
back

Significant

Full

Stem
Feed-
back

Thesaurus
Feed-

Full back

102 2 1 2 1 2 1

84 9 37 5 2 20 25

83 7 5 9 3 11 5

31 2 - 4 70 2

80 15 3 15 5 27 3

82 16 6 13

193 18 18 21 14 9 4

67 24 31 22 38 46 41

85 50 41 32

Sum of ranks
after feedback 163 114 127

Query 16, Full Search and Feedback Ranking>

Figure 11

It seems obvious, then, that an extensive common word list is

helpful in retrieval, particularly if precision is desired. If one wishes

to improve upon a standard stem dictic:ary, the first thing he should do

is to find a good, extensive common word list. After that, additional

improvement may be gained (in recall, particularly) by grouping some of the

dictionary terms into concept clssses. Doing it the other way around can

be disastrous, h,,wever, as is seen in Query 19 (Figure 12).

R,i'levant

Document #
Standard Stem
Rank & Corr.

Significant Stem
Rank & Corr.

Thesaurus
Rank E Corr.

----
123 19 .2016 3 .3636 15 .2303

125 20 .1990 5 .3079 21 .2052
122 6 .2490 6 .2814 18 .2107

124 47 .1254 18 .2886 62 .1375

Norm Recall .8954 .9719 .8648
Norm Precision .5327 .7658 .4667

Rank Recall .1087 .3125 .0862

Log Precision .2744 .4300 .2489

Que.:y 19 190
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The significant stem dictionary here is clearly the best and the

thesauru0 is the worst. In Query 19, there are eight significant terms

which in themselves result in good. retrieval (as indicated by the perfor-

mance of the significant stem query). In addition to these eight terms,

there a-oe five common terms in the standard stem query, causing it to

retrieve five non-relevant items before tae first relevant one. Figure

13 shows how the significant terms can be overwhelmed by insignificant terms.

Document 94 86 64 25 148 122 R

signif. planform analytic planform analytic flow flow

terms,
in all
queries

rectangular
wing

flow
oscillate
rectangular
wing

wing flow
transonic

oscillate
transonic
wing

common determine determine general determine determine method
termo,
in stand.

s.-em only

general
method
possible

general
method

method general
method

general
method

Terms (and Number of Occurrences) Appearing in Top 6
Documents Retrieved by Standard Stem Query 19

Figure 13

The thesaurus query vector for some reason contains three of the

common terms added to Query 19; it does even worse than the stem dictionaries

because synonyms compound the difficulties of common words. The thesaurus

query thus retrieves 14 no.1-relevant documents before finding the first

relevant one. The query terms "oscillater" and " planform" both belong to

relatively large synonym classes.

19
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5. Conclusions

The main conclusion of this study in the area of dictionary construc-

-Lon is that careful construction of common word lists is at least as

important as grouping concepts into synonym classes. This is an important

result since it should be earier to construct common word lists automatically

than to construct synonym classes automatically.*

This study, in addition, has relevance to areas other than dictionary

construction. For example, a fair amount of work is being done in the area

of automatic document vector modification, which in part involves dropping

"unimportant" concepts from the vectors (i.e., concepts infrequently used

in queries). Since the common word list used in this study also contains

infrequent words whereas the standard stem dictionary merely includes them

as regular words, there is an opportunity in local analysis of these search

runs to determine the effect of infrequently used words on retrieval. [n

particular both Query 6 and Query 1 in some of their versions included an

infrequent word not in the other versions. In neither case, did this !,nfre-

quent word affect retrieval except lower correlations by lengthening the

query vector.

Another area in which this study is relevant is in scatter storage

schemes for dictionary lookups [3]. This scheme can offer improvements in

efficiency but thesaurus-type dictionaries are difficult to handle. One

has to make a two-step mapping in order to get to the synonym class from

the original query or document term; common words, on the other hand, can

* Work is being done in automatic synonym :cnstruction or has been done [11.
For these algorithms to work, however, common words probably have to be
removed first, anyway.

2 0 u
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be handled easily enough. Therefore having determined that a standard stem

dictionary can be considerably improved by removing some words into the

common word list, it would be better to implement this improvement in the

storage scatter scheme than it would be to implement the improvement in-

volving concept classes.

Finally, this project carries out a suggestion made by Keen [2)

that is the "five rules" of thesaurus construction are to be really evaluated,

several different versions of a single dictionary would have to be made and

tested. In the course of this study, a new dictionary is created, one

which uses the frequency rules but not the grouping rules. Thus the impor-

tance of rules dealing with word frequency versus rules about synonym classes

is established. It is just as important to be careful in constructing the

common word list as in constructing the thesaurus. However, it is probably

easier to follow the rules for corcmcn work list construction since common

words are more systematic than synonyms are.

6. Further Studics

This investigation raises a few issues which were not settled, and

which may prove interesting for further study!

1) The work presented in this paper is of course not conclusive for

collections other than the Cran-20). The first extension of this experiment,

then, would be to perform a similar common word aalysis on other collections.

One reason for the apparent good performance of the significant stem dictionary

is that the Cran-200 thesaurus is not that much better than the stanuard stem

dictionary in the first place.

Ir)
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2) The current Cran-200 collection still contains a fair number

of common words in the thesaurus vectors although these same words have been

marked common in the thesaurus itself. This could also explain the lack

of performance of the thesaurus as compared with the significant stem

dictionary. Thus a new look-up run should be made on the Cran-200 collection

using the current version of the thesaurus to generate vectors without

so many common wards in them.

3) It would be interesting to dt:tarmine more precisely the infiuen:e

of infrequent words on retrieval.

4) More careful analysis of feedback results from this investigation

should be made.

2 0
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Appendix I

Some query vectors using the standard stem, significant stem and thesaurus

Quer1

1

Standard Stem Significant Stem Thesaurus

4116

5087
2086

2576
7296
9083

gas

kinetic
Chapman-
Enskog

detail
rigorous
theo-

863

1139

gas

kinetic
226
118

275

33

gas
kinetic

results, solution

theory

1553 bound- 253 boundary 394 boundary

2
2463 cylinder 484 cylinder 158 cylinder
3392 flow 777 flow 389 flow
5171 layer 1178 layer 394 layer

1441 non-circular 151 non-circular

2666 dissociate 568 dissociate 89 dissociate
3137 enthalpy 656 Enthalpy 294 enthalpy
3479 free 822 free 11 free
4407 hypersonic 977 hypersonic 57 hypersonic
6625 press- 1690 pressure 386 pressure
8248 simulate 2019 simulate 194 simulate

3 8546 stream 2202 stream 414 stream
9306 tunnel 2419 tunnel 190 tunnel
9725 wind 2588 wind 190 wind

4305 high 47 high
6558 possible
7113 realize 521 real, practical
7249 respect
8254 significant

2447 current 477 current 332 current
2609 diff,?,r- 547 difference 105 difference
3035 effect 610 effect 388 effcct
4258 heat 906 heat 276 heat
5168 law 1176 law 270 law
8465 stagnation-

point
2152 stagnation-

point
134 stagnation-

point

927,8 transfer 2389 transfer 251 transfer
2534 viscosity-temperature

9618 vortice 2548 vortic- 281 vortic-

1218 analyses 31 analyses
1334 assume 17 assume
2641 discrepancy
6652 prime 44 prime ?
7257 result
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Query Standard Stem Significant Stem Thesaurus

5

4407
5171
5239
7289

8184

1218
1334
5321
6.196

8358

hypersonic
layer
line-
reynold-
shock

analyses
assume
low
number
solution

977

1178

1213
1866

1982
2534

hypersonic 57

layer 394

linear 288
reynolds 362

shock 397

viscosity-temperature

31

17

46

384

hypersonic
layer
linear
reynolds
shock

an,lyses
assume
low
number

6

1388
2226

5090
5239
5594
8665

3248

axial
compress-
kink
line
multi-stage
surge

explain

164

372

1140

1216
1402

2258

axial
compressor
kink
line
multi-stage
surge

185
202

242

68

149

axial
compressor
kink

line

surge

7

1102
2551
4407
5348
5441

2207
6196
9086
9764

aerodynamic
derivatives
hypersonic
mach
measure

compare
number
theoretic
work

39

525

977

1269

1319

aerodynamic
derivative
hypersonic
mach
measure

137

429

57

392
32

384
36

aerodynamic
derivative
hypersonic
mach
measure

number
theoretical

8

1102

2551
3285
5441

7353
8208

9169

1084

1377
5479

aerodynamic
derivatives
facility
measare
run-

short
time

adopted
avail
method

39

525

715

1319

1899
2003
2356

aerodynamic
derivative
facility
measure
running
short
time

137

207
32

289

5.?

9

aerodynamic

facility
measure
running
short
time

9

1107
2370
5582
9306
9330
9727

aerofoil
correct-
mount
tunnel
two-dimensional
wind-tunnel

44

439

1385
2419
2436

2589

aerofoil
correction
mount
tunnel
two-dimension-
wind-tunnel

197

55

190
10ts

190

aerofoil

mount
tunnel
two-dimension-
wind-tunnel
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2112a

10

Standard Stem Stew Thesaurus

3392
7019

8480

6621
9083

flow
quasi-conical
state

present
tneo-

777

1761
2163

flow
quasi-conical
state

389

157

26

33

flow
quasi-conical
state

theory

11

3392
5128
5543

6019
6386
9242
9306
9316

9725

4566

flow

laminar
model
nature-
parameter
transit-
tunnel
turbulent
wind

influence

777

1152

1367
1410

1580
2392
2419
2426

2586

flow
laminar
model
natural
parameter
transition
tunnel
turbul-
wind

389

94

194

297
271
394

190
286

190

249

flow
laminar
model
natural
parameter
transition
tunnel
turbul-
wind

influence

12

1060
1139

1192
1348

2712
4273
6284
8024

6031

2334
9536

act-

air

altitude
atmosphere
drag
height
orbit
satellite
scale

contract
vary

24

63

92

151

588
918

1534

1913

1915

action
air
altitude
atmosphere
drag
height
orbit
satellite
scale

250/249 action
165/228 air
184 altitude
228 atmosphere
135 drag
184 height
460 orbit

318 satellite
43 scale

239 adjust

13

2543

3392
8408

8682

9035
9253
9755

2609

delta
flow
speed

sweptback
tapered
transonic
wing

differ

516

777
2118

2268

2298
2398

2592

delta
flow
speed
sweptback
taper-

transonic
wing

159 delta
389 flow
253 speed

50 sweptback
498 taper-
296 transonic
223 wing

239 adjust

Query Vectors for Three Dictionary Types
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Run 0 -42 Queries (Plus 0 Nulls) - Wordstem Feedback = Standard
A Full Search with One Iteration of Feed-

back Using Word Stem Dictionary
Run i 42 Queries (Plus 0 Nulls) - Cranmine Feedl = Sig Stem

Full Search with One Iteration of Feed-
back using Stems with Common Words

Run 2 -- 42 Queries (Plus 0 Nulls) Thesaurus Feedback
A Full Search with One Iteration of

Recall NQ

Run 0

Precision

Feedback

NQ

Run 1

Precision

Ran 2

NQ Precision

0.0 0 0.8098 0 0.84E34 0 0.7783

0.05 0 0.8098 0 0.8484 0 0.7783

0.10 1 0.8098 1 0.8484 1 0.7783

0.15 8 0.8098 8 0.8484 8 0.7664

0.20 21 0.805'1; 21 0.8246 21 0.7521

0.25 31 0.8098 30 0.8067 31 n.7291

0.30 31 0.7881 30 0.7885 31 0.7162

0.35 32 0.7710 32 0.7862 33 0.6983

0.40 32 0.7110 32 0.7862 33 0.6881

0.45 32 0.6810 32 0.7455 33 0.6597

0.50 40 0.6810 40 0.7455 41 0.6597

0.55 40 0.5883 40 0.6612 41 0.5503

0.60 40 0.5759 40 0.6479 41 0.5117

0.65 40 0.5234 40 0.6241 41 0.4757

0.70 40 0.4916 40 0.5799 40 0.4351

0.75 40 0.4698 40 0.5509 40 0.4347

0.80 4C 0.4043 37 0.4831 39 0.3953

0.85 40 0.3736 34 0.4419 38 0.3734

0.90 40 0.3486 34 0.4278 38 0.3593

0.95 40 0.3483 34 0.4278 38 0.3590

1.00 41 0.3486 35 0.4278 39 0.3580

No 2m Recall 0.8955 0.9011 0.9045

Norm Precision 0.7647 0.7999 0.7597

Rank Recall 0.4082 0.4997 0.1.207

Log Precision 0.6001 0.3647 0.5885

Symbol Keys: NQ = Number of Queries used in the average not dependent
on any extrapolation.

Norm = Normalized.

Recall Level Averages

2 0
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Appendix 2

Recall Revision RemIlrs

20o
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Run 0 - 42 Queries (Plus 0 Nulls) - Wordstem Feedback = Standard
A Full search with One Iteration of
Feedback Using Word Stem Dictionary

RUN 0

Rank NR CNR NQ Recall Precision

1 33 33 42 0.2266 0.7857
2 27 60 41 0.3317 0.7262
3 17 77 36 0.4555 C.6667
4 13 90 35 0.5129 0.6190
5 5 q5 34 0.5293 0.5571
6 8 103 34 0.5651 0.5278
7 4 107 33 0.5799 0.'4955

8 5 112 31 0.5093 ^,4789
9 1 113 29 0.6033 0.458k

10 1 114 28 0.6072 0.443C
11 4 118 28 0.6267 0.437
12 3 121 28 0.6416 0.4313
13 2 123 28 0.6485 0.4238
14 3 126 28 0.6622 0.4191
15 3 129 2d 0.6749 0.4150
16 2 131 28 0.6305 0.4099
17 3 134 28 0.6921 0.4069
18 1 135 28 0.6947 0.4015
1 2 137 28 0.705"+ 0.3980
20 2 139 28 0.7148 0.3948
3,) 11 150 26 0.7612 0.3702
50 19 169 20 0.8449 0.3531
75 16 185 9 0.9321 0.3514

100 2 187 8 0.9395 0.3491
11 198

19.0% 139 139 23 0.7148 0.3948
25.0% 30 169 26 C.8448 0.3531
50.0% 18 187 8 0.9395 0.3491
75.0% 6 193 3 0.9F83 0.3484
90.0% 1 194 2 0.9742 0.3483
100.0% 4 19B 0 1.0000 0.3486

Symbol Keys: NR = Number of Relevant.
CNR = Cumulative Number of Relevant.
NQ = Number of Queries used in the Average

not Dependent on any Extrapolation.
% = Percent of Tc Lai Number of Items in Collection.

Document Level Averages (1)
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Run 1 -42 Queries (Plus 0 Nulls) Cranmine Feedl = Sig Stem
Full Search with One Iteration of Feed-
back using Stems with Common Words

RUN 1

Rank NR CNR NQ Recall Precision

1 35 35 42 0.240'D 0.8333
2 23 63 41 0.4146 0.7619
3 18 81 35 0.5011 0.7063
4 12 93 32 0.5479 0.6528
5 9 102 31 0.5848 0.6111
6 8 110 31 0.6170 0.5794
7 5 115 29 0.6393 0.5510
8 5 120 27 0.6594 0.5349
9 3 123 26 0.5772 0.5170

10 2 125 23 0.6868 0.5038
11 2 127 22 0.6941 0.4940
12 4 131 21 0.7128 0.4912
13 4 135 20 0.7273 0.4893
14 2 137 20 0.''329 0.4843
15 2 139 20 0.7448 0.4800
16 2 141 19 0.7525 0.4767
17 2 142 19 0.7555 0.4723
18 1 143 19 0.7603 0.4684
19 0 143 19 0.7603 0.4637
20 1 144 13 0.7642 0.4606
30 12 156 18 0.8064 0.4429
50 20 176 11 0.8885 0.4355
75 6 182 6 0.9216 0.4310
100 4 186 2 0.9397 0.4291

12 )98
10.0% 144 144 )9 0.7642 0.4606
25.(b 32 176 11 0.8885 0.4355
50.0% 10 186 2 0.1397 0.4291
75.0% 2 188 0 0.0504 0.4275
90.0% 0 188 0 0.9504 0.4269

100.0% 10 198 0 1.0000 0.4278

Symbol Keys: NR = Number of Relavant.
CNR = Cumulative Number of Relevant.
NQ = Number of Queries used in the Average

not Dependent on any Extrapolation.
% = Percent of Total Number of Items in Collection.

Document Level Averages (2)
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21

Run 2 - 42 Queries (Plus 0 Nulls) Thesaurus Feedback
A Full Search with One Iteration of
Feedback

Rank

RUN 2

NR CNR NQ Recall Precision

1 31 31 42 0.2099 0.7381
2 24 55 41 0.3541 0.6667

3 10 65 36 0.3888 0.5714
4 15 80 36 0.4592 0.5536
5 6 86 34 0.4811 0.5060
6 4 90 34 0.5012 0.4663

7 8 98 34 0.5399 0.4515

8 9 107 33 0.5807 0.4452

9 5 113 29 0.6138 0.4389
10 2 115 28 0.6232 0.4254

11 6 121 27 0.6506 0.4239

12 3 124 25 0.6625 0.4186
13 4 128 25 0.678; 0.4160
14 1 17.9 25 0.6821 0.4087
15 2 131 24 0.6928 0.4047
16 1 132 24 0.6975 C.3998
17 3 105 24 0.7142 0.3982
18 2 137 23 0.7249 0.3958
19 2 139 23 0.7327 0.3936
20 3 142 23 0.7426 0.3929

30 15 157 22 0.799C 0.3777
50 10 175 15 0.8836 0.2E62
75 10 105 10 0.9331 0.3616

100 0 185 10 0.9331 0.3583
13 198

10.0% 142 142 23 0.742: 0.3929
25.0% 33 175 15 0.8886 0.3662
50.0% 10 185 LO 0.9331 0.3583
75.0% 9 194 2 0.9774 0.3580

90.0% 0 194 1 0.9774 0.3576
100.0% 4 198 0 1.0000 0.3580

Symbol Keys: NR = Number of Relevant.
CNR = Cumulative Number of Relevant.
NQ 4 Number of Queries used in the Average

not Dependent on any ExtrapolAtion.
% = Percent of Total Number of Items in Collection.

Document Level Averages (3)
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VI. Negative Dictionaries

K. Bonwit and J. Aste-TOnsmann

Liistract

A rationale for constructing negative dictionaries is discussed.

Experimental dictionaries are produced and retrieval results examined.

1. Introduction

Information retrieval often involves language processing, and

language processing frequently leads to language analysis. When the in-

formation initially appears in natural language form, it is desirable to

perform some sort of normalization at the beginning of the analysis. A

system often used in practice assigns keywords, or index terms, to identify

the given information items. Dictionaries, listing permissible keywords

and their definitions, are em "loyed in this process. Sometimes, a negative

dictionary is also used, to identify those terms which are not to be

assigned as keywords.

Various types of positive dictionaries, their construction and uses,

have been discussed elsewhere (1, 2. 3]. Th,= question of the negative

dictionary, or, what to leave out, is a fuzzy,one. It is generally agreed

that "common function words", such as "and", "or", "but", which add to

the syntax but not the semantics of a sentence, should be dropped for the

purposes of information retrieval. Other words at the extreme ends of the

frequency distribution cause a problem. For example, "information" and

"retrieval" might i.ppear im nearly every document of a collection on that

subject (high frequency}, if included as keywords, they would retrieve every-

21(1
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thing. Conversely, if only one document discusses "microfiches" (low

frequency), and that word does not constitute one of the permissible

keywords, that document may never be retrieved. As with most information

retrieval problems, the goals of the system, either high recall or high

precision, will determine how many words are to be included. In the

SMART system, a standard list of 204 "common English words" is used as a

negative dictionary for all collections.

The general procedure used for dictionary construction consists in

producinc a concordance of the document collection with a frequency count,

and including in the negative dictionary rare, low frequenv words, common

high frequency words, and words which appear in only nonsignificant contexts,

such as "observe" in we observe that . . ." This process requires the

choice of frequency cutoff points, and a definition of the notion of

"nonsignificrnce". It presumes a priori that such deletions will not effect

retrieval results too considerably. A preferable system would be one Chat

produces a negative dictionary of those terms which can be shown to detract

from retrieval efficiency, or at least, not to affect it

2. Theory

The set of keywords chosen for identifying documents constitutes the

index language. The number and type of words included will control the

specificity of the index language. Keen states (3) that

"a dictionary which provides optimum specificity for a given test

environment will exhibit a precision versus recall curve that is

superior to all others probably over the whole performance range."

The purpose of this report is to exhibxt a means of measuring specificity,

2_1J
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and to show how a negative dictionary can be constructed to optimize index

language specificity.

The aim of a negative dictionary is to delete from the index

language all words which do not di.,tinguish, and leave only those words

which discriminate, among the documents. If the documents are considered

as points in a vector space, with the associated identifying keywords as

coordinates, then documents containing many of the same keywords will be

relatively close together. If all keywords are permitted, then the docu-

ments will all cluster in the subspace defined by the common words; on

the other hand, if only discriminators are permitted, the document space

will "spread out", since each discriminator separates the space into those

documents it id,=?.ntifies and those it does not.

The standard method for measuring "closeness", or correlation, of

two document vectors v and w is the cosine:

cos (v,w) -

v. w.

\ v. w.2

where v.(w.) is the weiht of the i
th

keyword in document v (w), and the

sums run over all possible keywords.

The "compactness" ("closeness together") of the points in the

document space can be measured as follows:

1) find the centroid c of all the document points, that is,

1
ci = i v4

N
j=1 IJ

21u
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th
where v. . is the weight of the i keyword in document j, and

13

N is the total number of documents;

2) find the correlation of each document with the centroid, i.e.,

cos (c,v.), for all documents ji

3) define the document space similarity, Q, as:

N

Q = X cos (csv.)
1=1

Q has values between 0 and N, higher values indicating more similarity

among documents. The: value 0 is never obtained since c is a function of

the other vectors, and the value N is obtained only if all the documents

are identical to the centroid. Nornalized Q, i.e. Q/N, is just the

average document-centroid correlation (though this value is never cal-

culated in the work which follows).

By calculating Q, using the terms provided by differing index

languages, it is possi'lle to measure end compare the specificity of these

languages a language is more specific the lower its Q. The question

remains how to discover the optimal Q that will give the superior recall-

precision curve described by Yec .

To see what happens when a single:, keyword is deleted, let Qi be

definedasQcalculavedwiththei.th termdeleted(i.e.,v..left out of
ij

all calculations, for all documents j). Then, IQ Qil measures the change

in document space similarity due to the deletion of term i. If Qi > Q, the

document space is more "bunched up", more similar, when term i is deleted,

or term i is a discriminator. Conversely, if Qi < Q, deletion of term i

causes the space to "spread out", to be more dissimilar, and deletion of

term i may aid in retrieval. In the same ways Q1 is defined for a set of terms,

21(
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I = {i1 , i
2

p i
n
}. That is, Q

I
measures the document space similarity

when all the terms in set I have been deleted from the index language.

Since deletion of discriminators raises Q and deletion of non -

discriminators lowers Q, some optimal set of terms I
min

should exist such

that Q1 is minimal. It still remzins to be shown that the index language
min

consisting of the set of keywords remaining when the set Ira
in

is deleted

from the total collection of keywords will bC optimal in the sense of Keen.

Iftlietotalsetofkeywords"K="1'i2'"it"nclImin={il,
min < t, then Figure 1 describes what should happen to Q

astermsaresuccessivelydeletedfromK(apoint(i.,Q) represents

1215-,..,i.ri-e""ortheirldexlanguagegiver"YK-{il,""
1 )

As non-discriminators are deleted, the document space spreads out and

Q goes down to its minimum. Then as discriminators are deleted, documents

that were distinguished are coplesced, the document space draws together,

and Q goes up (until all documents are identically null).

It may be hypothesized that retrieval will follow the same pattern.

That is, using some method of retrieval evaluation, the best results will

occur at Q. , and as Q increases, retrieve]. "goodness" will decrease.
min

One measure of retrieval effectiveness is the rank of the last relevant

document retrieved. If N is the average rank (over a group of queries) of

the last relevant document retrieved, then assuming retrieval follows Q,

N
r

versus i will be as in Figure 2. As non-discriminators are deleted

to
min

) , it is easier to find the relevant documents, and N
r

goes

down until i
min

is reached. At that point discriminators begin to be lost,

the document space closes up, relevant documents move closer to non-relevant,

210
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more non-relevant are retrieved along with relevant, and Nr goes back up.

3. Experimental Results

The ADI abstracts collection is used as a base for testing tho above

predictions about the Q and Nr curves. The full (no common words deleted)

vectors and the accompanying word stem dictionary are used. The dictionary

terms are ranked twice:

a) in order of increasing Qi, i.e., with the supposed discriminators

at the end of the list;

b) in order of decreasing frequency of occurrence (number of docu-

ments appeared in), with the least frequent terms at the end.

Since the ADI collection contains 1218 keywords, only every 28
th

(an arbitrary

number) point of the curves is considered, i.e., what happens when terms

1-28, 1-56, 1-84, . . . are deleted (usin4 th orderings above). At the

selected cutoffs, query searches are performed, and the corresponding QI's

and N
r
's calculated.

Whenthetermsaredeletedinincreasing.i.order, the Q1 and N
r

curves come out vex}, much as predicted (Figure 3 and 4), being both of

approximately the same shape: dipping down to a minimum and shooting off

at both ends (see Figure 5 for comparison). Interestingly, no documents

are "lost" (have all their keywords deleted) until all but 98 keywords

are deleted, at which time N
r

shoots up, indicating that these 98 terms are

real discrxminators. Also, the N
r

curve has a very large, flat middle

"minimum" (discounting noise) area deleting 28 or 36 28 terms does not

make much difference.

The keywords are thus divided into 3 sets (Figure 4):

22U
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a) those on the right end whose deletion leads to better retrieval

(lower N
r
);

b) the middle terms which do not make much difference;

c) those at the left end which must be retained for good retrieval.

The sharp drop on the right-hand side of the curves is somewhat

misleading. If all the points alc-Ig the drop were plotted (cors'esponding

to deleting 1, 2, 3, . . 28 keywords), it could be seen that the minimum

actually occurs after the :irst 10 terms are deleted. These 10 terms

constitute the set a), And it turns out that for all 10 terms, Qi < Q

(Q without subscript is Q for the full index language). That is, these

terms are of the type which according to predictions could be dropped from

the index language, and the Nr curve shows that they should be. For all

other terms (sets h) and c)), Qi > Q. The members of set a) are therefore

easy to identify and include in a negative dictionary: calculate Q for the

full index language and Qi for each keyword and put in the negative dictionary

those keywords with Q, < Q.

The normalized recall, defined by

norm

.y (ri i)

11
n (N - n)

for N the total number of locuments, n the number of relevant documents and

r. the rank of the i
ch

relevant document retrieved, is an alternate measure

of retrieval effectiveness. The curve of normalized recall vs. tei-ms deleted

(Figure 6) delineates the same sets a), b), and c) that the N
r

curve did.

Since high recali is an indi,7ation of good retrieval (a3 opposed to low Nr),

inverting the recall curve (by subtracting all values from 1) is requireu to

22.1
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show that recall also follows the pattern of Q (Figure 7).

It is interesting to note the frequency classes into which the sets

a), b), and c) fall. The non-discriminating members of set a) exhibit the

highest frequencies (4C% - 100%); the "in-between" members of set b)

have the lowest frequencies (0% - 10%), while the discriminators of set

c) have 10% - 40%. While the terms in each set occur in the above ranges,

within a set they are not exactly in frequency order. Therefore, in terms

of frequency, the dividing line between discriminators and non-discriminators

is not a clear one, and its absolute value (h re, 400) is likely to change

from collection to collection. The use of relative Q's to separate out

the noo-discriminators, however, does not require the choice of such a cut-

off point, and is an easier criterion to apply in constructing a negati.re

dictionary.

When the terms are deleted in decrea-ing frequency order, the

predicted curves do not show up (Figure 8 and 9). Q is strictly decreasing

(reading from the tight) the moe terms deleted, the more the space

spreads out. Since the terms are dropped in approximately the order a),

c), b), the loss of non-discriminator a) terms causes the same initial dip.

Since the c) terns occur in more documents (have highar frequencies) than

the b) terms, deleting them continues the process of spreading out the docu-

ment space, until documents are identified only by a stray, "rare" word from

set b). (In Q order, deleting terms frog set b) has the opposite effect;

documents that were "pulled away" from the centroid by odd words now move

in closer together as terms from set b) are deleted, and Q goes up.) N
r

has its initial dip resulting from the loss of the terms of set a), and

Chen rises sh,rply as the discriminating terms of set c) are lost and the

remaining keywords prove to be poor identifiers. In this case, documents
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are "lost" much more quickly, after only 560 keywords are deleted.

It is interesting to look at the keywords that fall into sets a).

b), and c). Table 1 gives the 10 members of set a) in increasing Q order

and their frequenei2s of occurrence (out of 82).

Keyword Frequency

off 78

the 77

and 80

a 62
in 61

for 54

to 53

information 44

is 46

are 38

Table 1

Nine of the ten are identifiable as "common function words" without particular

semantic content. The tenth, the term "information", also shows up as a

non-discriminator, for this particular collection. Since the ADI collection

covers documentation, this is not surprising. The fact that "information"

does occur in set a) is an indication that the Q criterion will be helpful

in constructing negative dictionaries tailored to the collection with which

they will be used.

When 40 x 28 terms are deleted, the 98 wl-ich remain comprise set c),

the sJ-called discriminators. Many of the 98 can classify as "content

words" "request", "education", "thesaurus", "retrieve" (see Table 2). On

the other hand, several "function words" also occur, e.g., "at", "as", "it",

"not", "has", "was". That is, in the ADI collection composed of abstracts

(rather than full texts), these words serve to "distinguish" between those
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Keyword Frequency Keyword Frequency Keyword Frequency

index 19 u3ag 12 tape 7

library 10 procedure 7 produce 11

scj.cnce 12 national 6 role 8

exchange 3 chemical 5 manual 6

search 12 program 17 recognition 3

process 34 publication 6 editing 2

service 10 journal 10 new 11

documents 19 logic 4 been 13

center 7 reference 6 not 4

definition 3 as 23 rules

technical 9 mechanized 3 remote 1

computer 23 it 9 interrogation 1

read 6 communication 7 microfilm
characLlr 5 test 5 has 15

copy 7 can 11 prepare 5

be 16 education 4 graduate 3

book 3 :Aaterial 4 into 5

Use 13 by 27 an 27

at 18 concept 7 training 6

retrieve 28 need 11 that 11

analysis 7 level 3 abstract 5

file 6 organization 7 catalogue 1

date 14 facet 1 mathematical 1

thesaurvs 4 vocabulary 4 access 5

syst,m 33 have 10 store 7

from 17 or 15 handle 8

method 13 which 14 school 4

page 5 citation 4 literature 5

transfromation 2 comparison 4 word 5

machine 11 relation 5 was 5

image 1 request 5 IBM 4

text 7 foreign 1 name 2

automatic 8 special 8

Keywords are in decreasing Q. order, reading down the columns. That

Tha, is, "index" is the best discriminator, being better than "technical",
which is better than 'usage", which is better than "tape", which is 1),:,tter
than "name", which is the worst discriminator in set c).

Set c) Discriminators

Table 2
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"documents" in which they appear and those in which they do hot. Again,

the Q criterion is matching the dictionary to the collection to produce

maximal retrieval in a mechanical way without the benefit of human judgment.

The members of set b) appear in an average of two documents each.

Both "function words" like "would" and "content words" like "overdue" and

"efficiency" are found. Since function words are found in all three sets

(and therefore at all frequency ranges), it is clear that a criterion of

frequency of occurrence alone is not going to find all furf.tion words.

At the same time, it will not be a good judge of true discriminators.

4. Ex7erimental Method

The above results are produced in an three-step process:

1) a LOOKUP run produces full document and query vectors,

and a list of all word stems used;

2) a FORTRAN program reads document-term vectors, calculates

Q. for each term i and produces a file in increasing Q.

ord...r of keyword concept numbers, frequency of occurren,:e,

and their total sum of weights (over all documents). A

second pro91-am sorts this file into decreasing frequency

order;

3) a third program works with the full documents and query

vectors, and either of the term-frequency-weight files to

perform the deletion of keywords and the search rans.

A) Calculating Q.

The first program inverts the document-term vectors and works with

this new file and the term - frequency- weight file it creates. It finds the

elements of the centroid vector c by dividing the total sums of weights for
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t
2

each term by N, the number of documents. To calculate Q, it saves ), v..
13

i=1

rforeaehdocumentj,andLc.2 for the centroid. Then

Q

t t
V. C. / v. c.

cN i=1 "
1 N )3

7 1=1
1

j=lifv..2 yc.2
-VrL

c.2 j1.=L
13 1 1 LvX12

where t is the total number of terms, and the values of v. . are obtained
13

from the term-document file. As the program goes along, it also saves
t

yv. . c. for each document j. Then
1=1

1 3 1

Qk

1
N .

y cv.. c.) - v . c
kj k

1=1

(c.
2

) - c
k

2 j=1
1

7(v..2) - v
2

L kj

where the sums to t are all stored values and the v..lues involving k are

in the program's files.

B) Deleting and Searching

The third program also inverts the document-term file, and keeps

track of /v.
13

2
for all documents j, adjusting the values of the sums as

term:?aredeleted.Thisprogramfindsic.2
1

and calculates Q
{1-28P

, in a manner similar to that describee, above.

To perform searching a query w and its relevancy decisions are read

in. Using pointers to keep track of which terms are deleted (which part of

the term-document file to ignore), the query is correlated with each docu-

ment in the collection of full ectors, then with document vectors with 28

terms deleted, then with 56 deleted, and so on. The cosine 'v.. w.
1
/

13



VI-21

1/Xv.2Yw.1 2can be calculated, since the Yv. arc stored, the vi
j

are
1j ' 1]

in the inverted term-document file, end w was just read in. The ranks of

th...t relevant documents can be found by comparing cosines (number of docu-

ments with a higher cosine = rtnk - 1). Typical results are shown in

Table 3. The output format is as fo,lows:

the iteration number indicates how many groups of 28 keywords were

deleted;

Cl = average cosine of the relevant documents;

C2 = normalized recall;

N
r

= rank of last relevant doJument;

Q = Q
I

for the iteration given by the iteration number;

nR 4Pclocument n is relevant; the next two numbers are its rank

and correlation with the query.

The SMART routine AVERAGE is used to compare retrieval results for

different index languages. Some of the results for deleting teams in

increasing Qi order, in particular, iterations 0, 1, 9, 36, and 40, are

shown in Figure 10 (which labels these Run 9, ], 2, 3, and 4, respectively).

The recall-precision curves show that deleting concepts does improve retrieval

effectiveness. By comparing entries in the table of recall-precision values

(Table 4), it can be seen that Run 1 falls on to of Run 2. That is, retrieval

performance is about the lame whether 28 or 9 x 28 keywords are deleted, but

in either case, performance is better than when no terms are deleted. 'rd

when only 98 keywords are left (Run 4), the performance is still better

than with the full index language (Run 0), falling :ialfway between best

and worst.

To test the effectiveness of the negative dictionary created by the
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Q criterion (i.e., the dictionary consists of the :terms in set a) ),

retrieval results should he compared with those obtained on the same

collection using the 204 "common English words" list as a negative dictionary.

The latter collection is not available on the SMART system, results are

compared with those obtained using the thesaurus dictionary, which lumps

synonym; together as well as deleting the 204 words. As shown in Figure

11, the results with the Q negative dictionary (Run 1 = iteration 1) ar

just about the same as those for the thesaurus, except in the low recall area.

Since thesaurus construction involves a large amount of hand work and human

judgment while the Q negative dictionary can be generated mechanically, the

Q method is preferible if fiigh recall is desired, and the time and effort

saved by not prenarng a thesaurus may justify the use of the Q method

even if precision is the goal.

5. Ccst Analysis

The basic rationale for negative dictionaries is that they Celete many

of the frequent keywords, thus reducing the size of files, and lowering storage

and search costs. There is a tradeoff between file size and retrieval effec-

'civeness, and a point of balance between the two has to be found. From Figure

10, it can be deduced that deleting 9 x 28 terms leads to about the same

retrieval results as deleting only 28 terms, and if any terms are dropped,

all 252 can be. However, deleting 36 x 28 (Run 3) lowers retrieval perfor-

mance only slightly. Is the saving worth deleting the extra terms?

The question can be rephrased as follows: what is the sving in

costs when extra terms from set b) are deleted? The keywords in set a) are

deleted to improve retrieval (Figure 10, Run 1). Deletion of keywords an

set b) has a lesser effect on retrieval {Run 2 and 3), but the terms in
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THESAURUS

Q DICTIONARY FROM ITERATION I
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Figure 11
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set b) constitute the bulk of the terms to be stored. How much do they cost

versus how much do they add to retrieval?

The cost accountinc will depend on the system being used and the

kind of results it produces. Assume a print-out of all retrieval documents

is required and the system works as follows:

a) a full search is performed for each query, processed separately;

b) results are in the form "Document Title" ane.IReference `umber ",

one line per document, with all documents retrieved printed ont;

c) the computer is the 360/65 under CLASP;

d) the search program uses 250K. and the file organization of the

SMART system.

Diagrammatically, the process will appear as in Figure 12. Queries are read

in, one at a time, and looked up in the dictionary (A). Each query

lated with all members of the document file (B) and ranked. The doc...ment

titles for all documents up to tr last relevant are found in the title file

(C) and returned to the user (D). (Using all documents up to the last

relevant is a convenient measure of how many documents the average user will

see.)

What is the dependence of these operations on the total number of

term; t? Step (A) is independent of t each word of the query must be

checked for occurrence in the dictionary; non-occurrence takes as long to

discover as occurrence. The search step (B) depends on t in two ways: as

general file size is reduced, accessing time will go down, and as vector

length is reduced, the number of calculations required to compute query-

document correlations will be lower. Steps (C) and (D) are ino.,=:endent

of t, but are a function of Nr, the rank of the last relevant documcnt

24u
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(ll

Dictionary
A

Doc-Vectors
B

System Organization

Figure 12
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(since all documents with rank < N
r

are printed, relevant or not).

Accessing time is related to number of disc tracks read. The ADI

collection with all keywords included occupies 4 tracks. Deleting about

200 terms will reduce the number to 3, but even if all the terms found in

set b) are deleted, the number of tracks required remains at 3. For 35

queries, the total time saved with reduction to 3 tracks is 1.2 sc'c.

In addition, 50 millisec. is saved in computation time, or for 200 terms

deleted, 10 more sec. saved.

The .:ank of the last relevant document, N
r

, generally increases as

terms are deleted, resulting in more output lines and an increase in time

and cost. Table 5 gives exact figures, in terms of dollars saved, when

various number= of terms are deleted. Figure 13 is a plot of these values,

showing the savings in search resulting from deduction from 4 tracks to 3,

and the total savings, as functions of the number of terms deleted.

6. Conclusions

Clearly, a negative dictionary is needed; deletion of some keywords

definitely improves retrieval. Deleting words in order of increasing Q

seems the better method; while the N
r
curve for frequency order has a lower

minimum point, it is very unstable. Terms from set a), with 2i < Q,

are to be de.'.eted; discriminators from set c) are to be retained. The

question of what to do with the middle (set b) ) depends on the needs of

the user. For a large collection, deleting all but the most vital terms

will save storage costs and search time, possibly at some small loss in

retrieval. The ADI collection is too small to show very significant

differences in cost 'then term are deleted.
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Number of
terms

remaining

Number of
terms

deleted
from set b)

Save in
Search

(dollars)

Decrease
in N

(lines
r

saved)

Save in
Print

(doll3zs)

Total

Saved
(dollars)

1190 0 0.0 0 0.0 0.0

1162 28 0.0 0 0.0 0.)

1134 56 0.00016 0 0.0 0.00016

1106 84 0.00024 - 2 -0.0026 -0.00236

1078 112 0.00033 0 0.0 0.00033

3.050 140 0.00042 4 0.0052 0.00562

1022 168 0.0005 3 0.0039 0.0044

994 196 0.0006 5 0.0065 0.0071

966 224 0.0667 11 0.0143 0.0810

938 252 0.0668 11 0.0143 0.0811

882 308 0.0670 1 0.0013 0.0683

826 364 0.0671 - 1 -0.0013 0.0658

770 420 0.0672 - 6 -0.0078 0.0594

714 476 0.0674 -13 -0.0169 0.0505

658 532 0.0676 -29 -0.0377 0.0299

546 644 0.0678 -29 -0.0377 0.0301

434 756 0.0E82 -41 - 0.0533 0.0149

322 868 0.0685 -47 -0.0611 0.0074

210 980 0.0688 -61 -0.0793 -0.0105

In terms of cost, the optimal number of terms to delete from set b) is
about 950.

Cost Statistics

Table 5
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The algorithm presented for determing the set a) requires the cal-

culation of Q. for each term i, and the storage of the entire term-document

file, By judicious handling of the values involved, a farily efficient

method for discovering set a) is produced. This procedure should be

reasonably practical to run on a large collection, at least for generating

the initial negative dictionary. Updates for the dictionary when the

collection changes could be produced by rerunning the programs on a repre-

sentative sample of the revised collection.
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VII. Experiments in Automatic Thesaurus Construction for

Information Retrieval

G. Salton

Abstract

One of the principal intellectual as well as economic problems

in automatic text analysis is the requirement for language analysis tools

a5le to transform variable text inprts into standardized, ana:yzed

formats. Normally, word lists and dictionaries are constructed manually

at great expense in time and effort to be used in identifying relation-

ships between words and in distinguishing important "content" words from

"common" words to be discarded.

Several new methods for automatic, or semi-automa.cic, dictionary

constrnntion are described, including procedures for the automatic

identification of common words, and novel automatic word grouping methods.

The resulting dictionaries are evaluated in an information retrieval

environmelt. It appears that in addition to the obvious economic advantages,

several of tr.a automatic analysis tools offer improvements in retrieval

effectivenes over the standard, manual methods in general use.

1. flanual Dictionary Construction

post information retrieval and text processing systems include as

a principal component a language analysis system designe' to determine the

"content", or "m:aning" of a given information item. In a conventional

library system, this analysis may be performed by a human agent, using

24/
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established cl,,ssification schedules to determine wha'c content idenlifiers

will best fit a given item. Other "automatic indexing" systems are known

in which the content entifiers are generated automatically from document

and query texts.

Since the natural language contains irregularities governing both

the syntactic and the semantic structures, a content analysis system must

normalize the input texts by transforming the variable, possibly ambiguous,

input structures into fixed, standardized content identifiers. Such a

language normalization process is often based on dictionaries and word lists,

which specify the allowable content identifiers, and give for each identifer

appropriate definitions to regularize and control its use. In the auto-

ma'.ic SMART document retrieval system, the following principal dictionary

types are used as an example [1]:

a) a negative dictionary containing "common" terms whose use

is proscribed for content analysis purposes;

b) a thesaurus, or synonym dictionary, specifying for each

dictionary entry, one or more synonym categories, or con-

cept classes;

() a phrase dictionary identifying the most frequently used

word or concept combinations;

d) a hierarchical arrangement of terms or concepts, similar

in structure to a standard library classification schedule.

While well-constructed dictionaries are indispensable for a consistent

assignment of content identifiers, or concerts, to information items, the

task of building an effective dictionary is always difficult, particularly if

the environment within which the dictionary operates is subject to cLango,

or if the given subject area is relatively broad and nont,omogeneous. (2)

24e
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The following procedure summarizes the largely manual process normally

used by the SMART system for the construction of negative dictionaries and

thesauruses [31:

a) standard common word list is prepared consisting of

function words to be excluded from the dictionary;

b) a keyword-in-context, or concordance listing is generated

for a sample document collection in the area under

consideration, givng for each word token the context,

as well as the total occurrence frequency for each word;

c) the common word list is extended by adding new nor

significant words taken from the concordance listing;

in general. the words added to form the revised common

word li.ot arc either very high frequen.2y words

providing little discrimination in the subject aro7 under

consideration, or very low frequency words which produce

few matches between queries and documents;

d) a standard suffix list is prepared, consisting of the

principal suffixes applicable to English language

material;

e) an automatic suffix removel program is then used tc reduce

all remaining (noncommon) words to word stem form; the

resulting word stem dictionary may be scanned (manually)

in order to detect inadequacies in the steaming procedure;

f) the most frequent significant word stems ace then

selected to serve as "centers" of concept classes in the

thesaurus under construction;

g) the word stem dictionary is scanned in alphabetical order,

and medium-frequency word stems are either aided to

existing concept classes, or are used as "centers" of

new concept classes;

h) the remaining, mostly low frequency, word stems are

24i
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inserted as members of existing word classes;

i) the final thesaurus is manually checked for internal

consistency, ana printed out.

It has been found experimentally that thesauruses resulting from

these processing steps operate most satisfactorily if ambiguous terms are

entered cnly into those concept classes which are likely to he of interest

in the subject area under consideration for example, a term like "bat"

need not be encoded to represent an animal if the document collection

deals with sports and ball games. Furthermore, the scope of the resulting

concept classes should be approximately comparable,in the sense that the

total frequency of occurrence of the words in a given concept class should

be about equal; high frequency terms must therefore remain in classes by

themselves, while low frequency terms should be grouped so that total con-

cept frequencies are equalized. [3] A typical thesaurus excerpt is shown

in Table 1 in alphabetical, as well as in numerical, order by concept

class number. (Class numbers above 32,000 designate "commoril words.) [4]

A number of experiments have been carried out with the SMART system

in order to compare the effectiveness in a retrieval environment of manually

constructed thesauruses, providing synonym recognition, with that of sirple

word stem matches in which word stems extracted from documents are matched

with those extracted from queries. In general, it is found that the thesau-

rus procedure which assigns content identifiers representing concept classes,

rather than we .1 stems, offers an improvement of about ten percent in

precision for a given recall level, when the retrieval results are averaged

over many search requests.
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Alphabetic Order Numeric Order

Word or
Word Stem

Concept
Classes

Concept
Class

4prds or
Word Stems

wide

will

wind

winding

wipe

wire

wire-wound

438

32032

345,233

233

403

232,105

001

344

345

3 45

obstacle
target

atmosphere
meteorolog
weather
wind

aircraft
airplane
bombr
craft

helicopter
missile
plane

Typical Thesaurus Excerpt

Table 1
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A typical recall-precision output is shown in Fig. i for thesaurus

and word stem analysis processes. For the left-hand graph (Fig. 1 (a)) full

document texts were used in the analysis, whereas document abstracts were

used to produce Fig. 1 (b).* [5]

In order to determine what thesaurus properties are particularly

desirable from a performance viewpoint, it is of interest to consider briefly

the main variables which control the thesaurus generation process [6):

a) word stem generation

i) type of suffixing procedure used whether fuitly

automatic or based on a pre-existing suffix dictionary;

ii) extent of suffixing whether based on individual

word morphology alone, or also incorporating word

context;

b) concept class generation

i) degree of automation in deriving thesaurus classes;

ii) average SIZ9 of thesaurus classes;

iii) homogeneity in size of thesaurus classes;

iv) homogeneity in the frequency of occurrence of

individual class mentors (within a thesaur.s class);

v) degree of overlap between thesaurus classes (that is,

number of word entries in common between classes);

vi) semantic closeness between thesaurus classes;

e:Recall is the prr-rtion of relevant material actually retrieved, while
precision is the proportion of retrieved material actually relevant. In

general, one would like to retrieve much of what is relevant, while rejecting
much of what is extraneous, the:shy producing hi.:) recall as well as hiFh
precision. The curve closest to the upper right-hand corner of a typical
recall-precision graph represents the best performance, since recoil as well
as precision is maximize,1 at tht point.
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c) "common" word recognition

i) degree of automation in common word recognition

process;

ii) proportion of common words as a percentage of the

entire dictionary;

d) processing of linguistic ambiguities

i) degree of automation in the recognition of

linguistic ambiguities;

ii) extent of recognition of ambiguous structures.

The language analysis procedures incorporated into the SMART

document retrieval system all use an automatic word suffixing routine

based on a hand-constructed suffix dictionary. Furthermore, linguistic

ambiguities represented, for example, by the occurrence of homographs

in texts are not explicitly recognized by the SMART analysis process.

The tw') main variables to be considered in examining thesaurus effective-

ness are therefore the common word recognition and the concept grouping

procedures. These two problems are treated in the remainder of this

study.

2. Common Word Recognition

In discussing the common word problemlit is important, first of

all, to distinguish common function words, such as prepositions, conjunc-

Although several language analysis systems uc., elaborate procedures for
the recognition of (1,8), it aTTears that rost
potentially ambiguous structure., arc automiticAlly resolved by restricting',
the application of a given dictionary to d siecific, well-defined subject
area.
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tions, or articles, from common content words. The former are easil,' identi-

fied by constructing a list of such terms which may remain constant over

many subject areas. The latter, typified by the word stem "autcat" in a

collection of computer science documents, consist of very high or very

low frequency terms which she ld not be incorporated into the standard

concept classes of a thesaurus, because the respective terms do not ade-

Tiately discriminate among the documents in the subject area under cansid,:ff-

ation. It is important that such words be recognized since their assignment

is content identifiers would produce high similarity coefficients between

information items which have little in common, and because their presence

would magnify tf :o storage and processing, costs for the analyzed information

To determine the importance of the common content word recognition,

a study was recently performed comparing the effectiveness in a retrieval

enYronment of a standard word-stem matching process, a standard thesaurus,

and a word-stem rocedure in which the common content words normally

identific as part of the thesaurus process were also recognized. [91

Specifically, .3 backward procedure was used to generate a word stem dic-

ry from a thesaurus by breaking down individual thesaurus classes and

geneating from each distinct word, or word stem, inclIded in one of the

thesaurus classes, an entry in the new stem dictionary. The main difference

,:qween this new sipnifiant r.tc7 dictionaly and a standar,A stem dictionary

is the absence from the dictiona/y of w..,rd stems corresponding to common

and common content word ncifilly c.dv in a thesaurus,

A corTarison tctween significan and :,t:nJarT stem dictionaries will there-

fore produce eviLnce concernin 1}-,- importance of c-omen word deletion from

2 50
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document and query identifications, while the comparison between significant

stem and thesaurus dictionaries leads to an evaluation of the concept

classes and the term grouping methods used to generate the thesaurus.

A recall-precision graph for the performance of the three diction-

ary types is shown in Fig. 2(a), averaged over forty-two queries and

two hundred documents in aercdynamics. It may be seen from Fig. 2(a)

that the thesaurus produces an improvement of some ten percent in pre-

cision for a given recall value over the standard stem process. Unexpect-

edly, a further improvement is obtained for the significant stem dictionary

over the thesaurus performance, indicating that the main virtue of the

aerodynamics dictionary being tested is the identification of common

words, rather than the grouping of term into concept classes. For the

collection under study, the significant stem dictionary contains about

twice as many common word entries as the standard stem dictionary.

Obviously, the recall-precision results reflected in the graph

of Fig 2(a) cannot be used to conclude that synonym dictionaries, or

thesauruses based on term grouping procedures are useless for the

analysis of document and query content in information retrieval. Quite

often, special requirements may exist for individual queries, such as,

for example, an expressed need for very high recall, or precision; in

such circumstances, a thesaurus may indeed turn out to be essential.

Consider as an example. the output graph of rig. 2(5) in which

a global evaluation measure, known as rank recall, is plotted for the

ten queries (cut of forty-two) which were identified by exactly six

thesaurus concepts.* It is seen that for queries with very few relevant

The rank recall measure expresses performance by a single number which
varies inversely with the ranks achieved by the relevant documents during
the retrieval process [1). 2
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documents in the collection, the thesaurus in fact is able to identify the

relevant items more effectively than either of the stem dictionaries. As

the number of relevant documents per query increases, the stem 17ethods catch

up with the thesaurus process.

In view of the obvious Importance of common word identification, one

may inquire whether such entries might not be identifiable automatically, in-
.

stead of being manually generated by the procedure outlined in the previous

section. This question was studied using the following mathematical model.

Consider the original set of terms, or concepts, used to identify a given

query and document collection, and let this term set be altered by selective

deletion of certain terms from the query and document identifications. One

of two results will then be obtained depending on the type of terms actually

removed:

a) if the terms to be removed sre useful for content analysis

purposes, they will provide discrimination among the documents,

and their removal will cause the document space to become more

"bunched-up" by rendering all documents more similar to each

other, that is, by increasing the correlation between pairs of

documents;

b) on the other hand, if the terms being removed are common words

which do not provide discrimination, the document space will

spread out, and the correlation between document pairs will

decrease.

This situation is illustrated by the simplified model of Fig. 3,

where each document is identified by 'x', and the similarity between two

documents is assumed 5nver:_.ely pn_poitional to the distance between corre-

svmding x's. The conjecture to be tested is then the following: a term

0 r-
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a) Original Document Space

b) Document Space After Removal of
Useful Discriminators

c) Document Space After Removal of
Useless Nondiscriminators

Changes in Document Space Compactness Following
Deletion of Certain Terms

Fig, 3
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to be identified as a "common" word, and therefore to be removed from

the set of potential content identifiers (and from the set of allowable

thesaurus concepts) is one which causes the document space to spread

out by decreasing its compactness.

The following procedure is used to verify the conjecture [10].

Consider a set of N documents, and let each document j be represented

by a vector of terms, or concepts, v., where v.. represents the weighta]

of term i in document j. Let t'. -,e centroid c of all document points in

a collection be defined as the "mean document", that is

1

ac. = v..
N.

E ai
1=1

the centroid is then effectively the center of gravity of the document

space. If the similarity, between pairs of documents i and j is given

by the correlation r(1i,z1), where r ranges from 1 for perfectly similar

items to 0 for completely disjoint pairs, the compactness Q of the

document space may be defined as

Q = E r(c,v.), 01,Qf1;

that is, as the sum of the similarities between each document and the

centroid; greater values of Q indicate greater compactness of the

document space.

Considerthenthefunction0.defining the compactness of the
1

docxrentspacewithteimideleted.H0.>0, the document spare is more

compact and term i a discriminator; contrariwise, if Q
i
<Q, the space

260
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is more spread out, and deletion of term i nay produce better retrielal.

Since deletion of discriminators raises Q, and deletion of nondiscriminators

(common words) lowers Q, an optimal set I of terms must exist such that Q
I

becomes minimal.

The following experimental procedure may thr.n he used:

a) consider each term i in order and compute Q.;

b) arrange the terms in order of decreasing Qi (that is,

with terms causing the greatest decrease coming first);

c) define the set I of common terms to be deleted as the set

leading to a minimal Q.

Fig. 4 shows the evaluation results obtained by using this process

with a collection of eighty-two documents in the field of documentation,

together with th:.rty -five user queries. A total of 1218 distinct word stems

were initially available for the identification of documents. It is seen

from Fig. 4(a) that the evaluation results verify the model completely:

a) as high frequency, nondiscrirnators are first deleted,

the space spreads out, and the corresponding recall-

precision output (following deletion of 252 terms) is

inpro:ed by about twenty percent;

b) when additional terms are deleted, the compactness of

the space begins to increase as discriminators are

removed, and the recall-precision performance deteri-

orates; the middle curve of Fig. 4(a) represents the

performance following deletion of 1120 terms (in

decreasing Q order), at whicl, tire the retrieval

effectiveness has already diminisbei by about ten percent.

2 6 i
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A comparison between the standard thesaurus performance and a word

stem method with the top twenty-eight common terms deleted is shown in Fig.

4(b). Is is seen thit the thesaurus process is somewhat superior only

at the low recall end with the two graphs being nearly equivalent over

most of the performance region.

The results of Fir,. 4 thus confirm the earlier studies of Fig. 2

in the sense that word stem matching methods produce performance parameters

nearly equivalent to those obtainable by standard thesauruses, providing

only that common word stems are appropriately identified, and removed as

potential content identifiers.

3. Automatic Concept Grouping Procedures

For many years, the general classification problem consisting of

the generation of gro,2-)s, cr classes, of items which are similar, in some

sense, to each other has been of major concern in many fields of scientific

endeavor. In information retrieval, documents are often classified by

grouping them into clusters of items thereby simplifying the information

search process. Alternatively, terms or concept are grouped into

thesaurus classes in such a way that synonyms and other related terrs are

an identifiable by the same thesaurus class numbers.

In section 1 of this report, various criteria were specified for

the manual, or intellectual construction cf thesaurus classes. Since the

manual generation of thesauruses requires, however, a great deal of tire

and experience, experiments have been conducted for s-me year leading

to an automatic determination of thesaurus classes based on the properties

of the available docdment colloctiens, that is, on the _assignment of

26.)
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terms to documents. The general process may be described as follows f11):

a) a tern-document matrix is first constructed specifying the

assignment of terms to documents, including term weights, if any;

b) a term-term similarity matrix is generated from the term-

document matrix by computing the similarity between each pair

of term vectors, based on joint assignment of terms to documents;

c) a threshold value is applied to the term-term similarity

matrix to produce a binary term-tern connection matrix in

which two terms are assumed connected (that is, a 1 appears

in the connection matrix) whenever the similarity between

corresponding term vectors is sufficiently high;

d) the binary connection matrix may be viewed as an abstract

graph in which each term is represented by a node, and each

existing connection as a branch betweea corresponding pairs

of nodes; some function of this graph (for example, the

connected components, or maximal complete sub-graphs of

the graph) is then used to define the clusters, or classes

of terms.*

A number of investigators have constructed term classifications

automatically, using procedures similar to the ones outlined above (12, 13,

14). Unfortunately, the generation of the term-term connection matrix is

time-consuming and expensive when the number of terms is not very small.

For this reason, less expensive automatic classification methods, in which

A connected corponent of a graph is a subgraph for which each pair of
nodes is connected by a path (a chain of branches); in a maximal complete
subgraph, each pair of nodes is connected by a direct branch, and no node
not in the subgraph will exhibit such a connection to all other nodes of
the subgraph.

26,1
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an existing rough classification is improved by selective -iodification of

the original classes, tend to be used in practice. [15, 167

To determine the effectiveness of such automatically constructed

term classifications in a retrieval environment, three types of experiments

are briefly described involving, respectively, an automatic refinement

of already existing classes; two fully automatic term classification

methods;. and a semi-automatic classification process.

The first of these experiments consists in taking an existing term

classification, or an existing thesaurus, and in refining the term classes

by removing classes which are highly overlapping. [17] One such algorithm

tried with the SW. T system was based on the following steps (in addition

to steps a) through 1) already listed):

e) given the existing term classes, a class-class similarity

matrix is constructed, using the procedures already outlined

for the term-term matrix;

f) a threshold value is applied to the class-class matrix

to produce a binary class connection matrix;

g) each maximal complete subgfaph defines a new merged

concept c)as:_.;

h) merged classes that are subsets of other larLir

classes are 1,roved, the remainder constituting

the new merged classification.

This procedure was used to refine the documentation thesaurus

originally available for the AD1 t llection, consisting .31' eight' -tw,,

documents dnd thirty-five search regiests. Two "merged" thesal,..'uses

were produced as follows:

2 6
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a) thesaurus 1 with a total of 156 concept classes and approximately

3.9 concepts per class;

b) thesaurus 2 with a total of 269 concept classes, averaging

1.4 concepts per class. [18]

The global normalized recall and precision values, averaged over the Lhirty-

five queries and exhibited in Table 2, show that some improveme .t in per-

formance is obtainable with the refining process.

The second, more ambitious group of experiments deals with the

fully automatic classification procedures outlined at the beginning of

this section. in one such study a large variety of graph theoretical

definitions was used to define the term classes, including "strings of

terms", "stare ", "cliques", and "clumps", and various threshold and

frequency restrictions were applied to the class generation methods. [19]

In general, it is found that some of the automatic classifications operate

more effectively than unclassified keywords, particularly if "strong"

similarity connections (with a large threshold value) are used, and only

nonfrequent terms are permitted to be classified. A comparison of the

automatic classifications with manual thesauruses was not attempted in

this case.

Another fully automatic term classification experiment was recently

concluded, using procedures very similar to the preceding ones, with a

large experimental collection of 11,500 document abstracts in computer

engineering. [20] A class refining process was implemented in that case,

and miry different parameter variations were tried. In the end, only

modest imp:_vements were obtained ovex A .,.tandald ,;..)rd stem matching pro-

cess, the author claiming that

266
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Thesaurus Type
Normalized

Recall

Normalized
Precisicn

Original Thesaurus .800 .610

Merged Thesaurus 1 .830 .640

Merged Thesaurus 2 .830 .650

Merged Thesaurus Performance

Table 2

21
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"in relation to results yielded by our various (automatic)

associative strategies, it must be concluded that retrieval

by the simple means of comparing keyword stems provides a

very good level of performance." (20, p. 61]

The last term classification experiment is based on a semi-automatic

method for generating the original term vectors used to produce the term-

term similarity matrix. Specifically, a set of properties is manually

generated by asking questions about each term, and properly encoding the

answers.* For each term, the corresponding property vector is then defined

as the set of answers obtained in response to ten or twelve manually

generated questions. When all term vectors are available, cite of the auto-

matic classification procedures may be used to obtain the actual thesaurus

classification. (3, 21]

Such a semi-automatic dictionary was constructed for documents

in computer engineering. Its properties are compared with those of a

manually constructed thesaurus in the summary of Table 3. It is seen that

the semi-automatic thesaurus classes are much less homogeneous some classes

being very large, and sore very small than the corresponding manual

classes. Furthermore, fewer common words are identified in the semi-auto-

mat3.c thesaurus.

The retrieval results obtained with the two thesauruses are included

in Fig. 5. It is seen that the semi-automatic thesaurus produces a less

effective performan^e than the corresponding manually constructed dictionary

*A typical question might inquire whether a given term in computer science
refers to computer hardware (1), or to computer software (2), or whether the
question is inapplicable to the given term (3); the chosen answer is then
encoded by the response 'umber (n).

266
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Properties
Manual

(Harris) Thesaurus
Semi-Automatic

(Bench) Thesaurus

Number of Concept Classes 863 2953

Number of Word (stem) Entries 2551 5197

Avg. Number of Words per Class 3 1.8

Number of Very Small (Single 468 2725
Word) Classes

Number of Very Large Classes 2 12

(32 to 101 Words)

Number of Words Appearing
in Two or More Classes

52 275

Proportion of "Common" Words 37.3% 4.40
Compared to Total Words

Semi-Automatic Dictionary Properties

Table 3

26;i
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over most of the performance range. Only for very high recall is -1_1-;e

effectiveness of both dictionaries approximately eclual.

4. Summary

A number of manual and automatic dictionary construction procedures

are described and evaluated in the present study, including in particular,

automatic methods for the recognition of common words, and automatic or

semi-automatic term grouping method.;. It appears that the automatic common

word recognition methodology can usefully be incorporated into existing

text analysis systems; indeed, the effectiveness of the resulting extendrd

word stem matching process appears equivalent to that obtainable with

standard thesauruses.

The effectiveness of the automatic term grouping algorithms is still

somewhat in doubt. The automatic grouping methods can probably be impler;:ented

more efficiently than the more costly manual thesaurus construction proce:ses.

However, no clearly superior automatic thesaurus, using term classes, has

as yet been generated. [22, 23]

For the present time, a combination of manual and automatic thesaurus

methods theriforP appears most promising fin, practical applicathms, involving

the following steps:

a) automatic common word recognition;

b) manual term classification;

c) automatic refining of the manually produced classes.

2`/./
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VIII. Variations on the Query Splitting Technique
with Relevance Feedback

T. F. Baker

Abstract

VIII-1

Some experiments in relevance feedback are performed with variations

on the technique of query splitting. The results obtained indicate that these

variations, as tested, offer no significant improvement over previously

tried methods of query splitting.

1. Introduction to Query Splitting

In a document retrieval system with relevance feedback, query

sp_ljutm refers to the creation of multiple queries from a single previous

query, making use of user relevance judgments on documents retrieved by

that query in a previous search. The intention in generating these multiple

queries is to allow the search to be directed toward several individual

clusters of relevant documents, a necessary assumption being that these

clusters exist and do contain relevant documents which have not been pre-

viously retrieved.

There is little doubt that in a situation where several clusters

of relevant documents are retrieved in the initial search it is desirable

to generate multiple queries for succeeding iterations. The problem

remaining is to distinguish this condition from those in which the relevant

documents are unclustered or tall into a single cluster.

Bovodin, Kerr, and Lewis (11 propose one method. Their algorithm

makes use of the average interdocument correlation among the relevant docu-

ments available for feedback as a cutoff in determining whether a given pair

27 o
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of documents should be split. The results obtained with this algorithm are

inconclusive, but indicate that it is not sufficiently selective.

Ide [2) suggests that a more sophisticated algorithm might look

f(a, separation of relevant documents by n nrelevant documents within the docu-

ment space, splitting a pair of documents if and only SF there exists a non-

relevant document more highly correlated with each of them than they are

with each other. In certain respects, this separation criterion is more

faithful to the concep-.ual basis of query splitting than the average corre-

lation criterion. Unlike the average ,:orrelation criterion, the separation

criterion takes into account the distribution of the nonrelevant doev,ents.

This may be significant, since what is desired is the detection of clusters

of relevant documents. In contrast, what the average correlation criterion

does is to cluster relevant documents. Since nonrelevant documents are not

taken into account, this will not produce legitimate clusters, in terms of

the whole document space, when relevant d,euments locally outnumber nonrelevant

documents, or vice versa. For this reason it would seem that Ice's untested

separation criterion deserves more attention.

The usual concept of query splitting, as discussed by Borodin, Kerr,

and Lewis and by Ide, is lim4.ted in application to cases when:. more than one

relevant document is retrieved by a previous search iteration. It seems that

if query splitting is of any value, something similar ,3111d be done for the

queries which do not retrieve enough relevant documents to consider splitting

in the usual sense. After all, u are generally the qu ries most in

need of modification. What is needed is a dual to the usual formulation of

query splitting 3 teLunique of ,Iusterin nonrelevant documents for the

generation of multiple queries through negtive feedback.

27 t)
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2. Algorithms for Query Splitting

Since the algorithm of Borodin, Kerr, and Lewis [1] ising the average

correlation criterion has been shown to be largely ineffective on the SMART

document collections available, and because the separation criterion of Ide

[2] remains untried, the primary algorithm tested in this study makes us of

the separation criterion.

Since a pair splitting criterion does not by itself define a set of

clusters, but rather an association matrix, a splitting algorithm may addi-

tionally choose between the use of multilevel associations and the use of

direct associations for generating clusters. An examination of the dL .meat

and query collections used here immediately discloses that multilevel asso-

ciation virtually eliminates cases of splitting in positive feedback. There-

:ore in order to facilitate experimentation, the splitting algorithm is

weakened by permitting only directly connected pairs within clusters used

for positive feedback.

Adding to this constraint the requirement that all clusters be maximal,

the two conditions are sufficient to define for any pair splitting criterion

a unique set of clusters (not necessarily disjoint).

The actual application of these clustering conditions for experimen-

tation with the ADI Abstracts-Thesaurus and Cranfield 200-Thesaurus collec-

tions is performed manually using document-document cor-elatiors computed by

the SMART system. To allow combining the results of the split queries in

a consistent fashion, the number of clusters generated for each query (in

cases where more would be generated) is limited to two by joining the pair

of documents which most nearly fails to pass the secaration criterion. The

resulting pairs cf clusters are fed to the SMART norlalized relevance feed-
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back facility in successive iterations.

The SMART relevance feedback formula used is:

R. m N.
M v

Q' NQ 171 TRT .L TN71-11 i 11 1

where Q' is the new ql:.ery; Q is the original query; M is an integer

*constant; n is the number of relevant documents (R ) fed back; m 1.s the

number of nonrelevant documents (N.) fed back.
1

The top ranking seven documents according to the first "half" of

the split query are frozen in place, while the succeeding ranks are deter-

mined by another search iteration with the other "half" of the split query.

This is .one with the two "halves" reversed, as well, so as to average out

the effects of order.

The procedure described is applied to all queries retrieving more

than cthe relevant document in the top five ranks according to the first

search.

For those queries not retrieving sufficient relevant documents to

be split for positive feedback, splitting in negative feedback is attempted.

Where one relevant document is known, the dual to the sep_ration

criterion is tried, splitting pairs of nonrelevant documents that are more

similar to the one relevant than they are to each other. The resulting

clusters of nonrelevant documents are treated like the clusters of relevant

documents above, with the single relevant document additionally being fed

back with each "half" of the split query.

Where no relevant documents are known, nonrelevant documents are

separated by correlation less than the average correlation between documents

27o
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Cample separation criterion in its weak form applied to query

Q250 of the CRN2Th collection, which retrieved three relevant

documents out of five on the first search. The relevant dccu-

ments retrieved are 3, 115, and 197. The two nonrelevant are

7 and 160.

The interdocument correlation matrix is (in part):

3:115 0.5744 3:197 0.4700 3:160 0.4628 3:7 0.2208

115:197 0.7926 111:160 0.5797 115:7 0.3179

197:160 0.5506 197:7 0.3136

The pair of relevant documents which must be split for feedback

purposes because they are separated by a nonrelevant document is

3:197, which is split by 160.

The remaining associations are 1 115

197 ,

and the two derived clusters are 3-115 and 115-197.

Separation Criteria for Query Q250

Example 1

27i



Sample separation criterion applied to query B04 of the ADIABTH

collection, which retrieves two relevant documents out of the top

five ranks according to the first search. The two relevant docu-

ents retrieved are 33 and 20. The nonr,levant documents are 5,

46, and 62.

The interdocument correlations are

33:20 0.1097 33:5 0.4843 33:46 0.2000 33:62 0.2026

20:5 0.2292 20:46 0.1073 20:62 0.0593

Although it might be interesting to split the nonrelevant documents,

there are relevant ones hexa to split, and the nonrelevant ones

are therefore used only to split relevant pairs. We see that the

pair 33:20 is split by 5, since 0.4843 and 0.2292 are both greater

than 0.1097. Thus 33 and 20 are separated for feedback purposes,

and since they are the only relevant documents available they

are the two clusters which will be used.

Separation Criterion for Query B04

Example 2

2h t)
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Application of the weak separation criterion to cuery A13 of the

ADIABTh collection, which retrieves one relevant dccu,lent in the

five top-ranked documents according to the first search; the

relevant oocument is 37 and the nonrelevant are 12, 21, 39, and

60.

The interdocument correlation matrix is:

37:12 03411 37:21 0.317)59 37:39 0.3225 :D7:60 0.4000

12:21 0.3800 12:39 0.3769 12:60 0.3412

21:39 0.1741 21:60 0.5066

39:60 0.1061

The following pairs of documents are more highly correlated

with 37 than they are with eath other, and therefore are

separated: 39:60; 21:39.

The remaining associatio;,s may be summarized:

12 39

21 60

Thus the resulting clvsters of nonrelevant documents are:

12 and 12 39

21 60

Separation Criterion for Query A13

Example
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Application of the weak separation criterion to query Q189 of the

CRN2TH collection, which retlieves one relevan'. out of five top-

ranking documents according to the first search. The relevant document

is 148 and thenonrelevant are 6, 33, 144, and 169.

The interdocument correlation matrix is:

]48:6 0.1782 148:33 0.4881 148:144 0.6491 148:169 0.1816

5:33 0.1630 6:144 0.1347- 6:169 0.2686

33:144 0.5682 33:169 0.1218-

144:169 0.0783

The following pairs of documents are mcre highly correlated ;pith

148 than they arc with each other, and therefore are separated for

feedback purposes: 144:169; 33:169; 6:144; 6:33.

The remaining associations may ba summarized:

6 33

144. '169

The clusters of nonrelcvant documents used for feedback a:'e then:

6 33 and 144 169 .

Separation Criterion for Query Q189

282
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Application of the average correlation criterion to query Q182

of the CRN2TH collection, which retrieved no relevant documents

in the top five ranks on the initial search:

Document-document correlations for tLe nonrelevant documents are:

39:112 .5367 39:164 .0100- 39:167 .0100- 39:179 .5696

112:164 .1142 112:167 .1358 112:179 .6980

164:157 .7212 164:179 .2497

167:179 .166"..;

The average correlaticn is 0.3190.

Thus the only associations permitted are:

39 112 164 167

179

which are the resulting clusters.

Correlation CriEorion for QUERY Q182

Example

28i
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Application of the average correlation criterion to query Q266 of

the ORN2TH collection, which retrieved no relevant documents on

the initial search.

The nonrele-vant documents known are 58, 162, 163, 164, and 165.

The interdocument correlations are:

58:162 .3932

50:163 .3358

58:16k .3662

58:165 .4113

The average is

162:163

162:164

162:165

0.2819.

.3240

.5679

.5745

163:154

163:165

.5194

.3744

164:165 J:585

Thus the only permis:,able associations are 162:164,

164:165, 164:163, 162:165.

Thus the clusters are:

162 164 58

165 163

Correlation Criterion for Query Q266

281
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retrieved, anC clusters are fsrmed using multilevel associations (direct

associations generally failing to proiuce any g.,,uping at all). The

clusters so formed are fed back in a manner similar to the clusters

derived by the other two methods.

Results ol-tined with these three algorithms on the ADI Abstras.ts-

Thesaurus and Cranfield 200-Thesaurus collections are summarized in the

following section.

3. Results of Experimental Runs

The tables on the followini, pages summarize the results of runs

made in the SMART system with splittable queries of the three categories

mentioned in the preceding section, for the ADI Abstracts-Thesaurus (E2

documents and 35 queries denote by ADIABTH) and Cranfield 200 (200

docurtervcs and 42 queries denotei by CRX2TH) collections.

The following conventions apply:

it

indicates that the results of the split query and control

runs are indistinguishable in terms or the number of

relevant documents retrieved.

indicates that all relevant docuenzs are retrieved

and no improvement is possible.

0 indicates that neither run retrieved any relevant

documents.

indicates that this query would also have split according

to the stronger version of the splitting requirement.

indicates a keypunching er.'or detected too late to corzect

in one of the feedback document specifications or the

trial run.

283
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Queries from ADIABTH collection retrieving more than one relevant

document on the first search, and sp2ittable by the weak separation

criterion:

Improvement of split queries over ordinary

normalized positive feedback in terms of

relevant documents retrieved up to rank:

Query 5 10 15 20

A03/a. - - * *

A03/b' - *

A15/a' -1 - -1

A15/b. -1 - 1

B04/a' - 1 -

B04/1). -1 1

Average: -0.5 0.33 0.17 -0.17

Query Splitting Results for ADIABTH Collection
(POSNEG)

286
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QuerieJ from the CRN2TH collection retrieving more than

one relevant document on the first search, and splittable by

the weak separation criterion:

Improvement of split queries over

ordinary normalized positive feedback

in terms of relevant documents retrieved

up to rank:

Query 5 10 15

Q122/a' - 1

Q122/b. -1 1

Q148/a' -2

Q148/b. -2

@ Q250/a - - -

Q250/b -

Q268/a - * *

Q268/b - * *

Q269/a. - * ..'r

Q269/b. - * *

Average: -4/10 2/10

Query Splitting Pesults for CRN2TH Collection
(SPLPOS)

Table

28/
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Queries from the CRN2TH collection retrieving more than one

relevant document on the first search, and splittable by the

weak separation criterion:

Improvement of split queries over ordinary

normalized positive and negative feedback

in terms of relevant documents retrieved

up to rank:

Query 5

-

-1

-1

-2

-1

-1

-1

-1

10

1

1

-1

-1

-

15

-1

-1

-

-1

-1

*

*

*

*

20

-

-

-1

-1

*

*

*

*

Q122/a.

Q122/b'

Q148/a'

Q148/b.

@ Q250/a'

@ Q250/1).

Q268/a

Q268/b

Q269/a.

Q269/b'

Average: -8/10 0 -4/10 -1/10

Note: This comparison is unfair to the split query run,
since it made no use of negative feedback information.

Query Splitting Results fcr CRN2TH Collection

(SPLPOS)

Table 3
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Queries from the CRN2TH collection retrieving more than one

relevant document out of five retrieved on the -first search,

and splittable by the weak separation criterion:

Improvement of split queries over

ordinary normalized positive and nega-

tive feedback in terms of relevant

documents retrieved up to rank:

Query 5 10 15 20

Q122/a. - - -2 -1

Q122/b. - 1 -1 -1

Q148/a. - - - -

Q148/b' - - -

@ Q250/ad -1 -1 -1

@ Q250/b' - -1 -1 -1

Q268/a - *

Q268/11* * *

Q269/e - - * *

Q269/b - * *

Average -1/10 -5/10 -4/10

Note: Unlike the other tests, this run was done with the first
five documents retrieved by the initial search frozen in
their rank positions. It is also unfair to the split
query run, since the control made use of negative feedback.

Query Splitting Results for CRN2TH Collection
(SPIRdS)

Table 4
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290

Queries from ADIABTH collection retrieving no relevant documents

on the first search, and splittable by correlation less than

average:

Improvement of split queries ovsr ordinary

normalized negative feedback in relevant

documents retrieved up to rank:

Query 5 10 15 20

A08/a 0
* *

A08/b -1 - * *

A03/a 0 -1 -

A09/b 1 - -

RH/a 0 0

B11/b 0 0 -1 -

D13/a 0 - 1 -

B13/b 0

B15/a 0 0 -1 -3

B15/b 0 0 -1 -2

Average: 0 -1/10 -1/5 -1/2

Query Splitting Results for ADIABTH Collection
(ALLNEG)

Table 5
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Queries from the CRN2TH collection retrieving no relevant

documents in the top five ranks for the first search, and

splittable by correlation below average.

Improvement of split queries over ordinary

normalized negative feedback with only the

top-ranked nonrelevant document used (as

opposed to the previous run which used

all five nonrelevant available) in terms

of relevant documents retrieved up to

rank:

29EY 5 10 15 2

Q079/a -1 -1 -1

Q079/b -1 -1 -1

Q126/a 0 1 *

Q126/a 0 1 * *

Q1:2/a - - 1

Q132/b -1 - -1

Q182/a - -

Q182/b -1 -

Q266/a 0 1 3 2 2

Q266/b 0 2 4 3 3

Q323/a - -

Q323/b -

Average: -4/12 3/12 6/12 4/12

Query Splitting Results for CRN2TH Collecticn

(MORELS)

Table 6 29i
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2.9.:

QuerieG from the CRN2TH collection retrieving no relevant

documents in the first five ranks for the first search, and

splittable by correlation below average.

Improvement of split queries over ordinary

normalized negative feedback in term;- of

relevant documents retrieved up to rank:

Query 5 10 15 20

Q079/a 0 0 0

Q079/b 0 0 0 -

Q126/a 0 - * *

Q126/b 0 * *

Q132/a -1 -

Q132/b -1 -1 -1 -1

Q182/a -
_

Q182/b -1 - - _

Q266/a 0 1 -

Q266/'. 0 2 1 1

Q323/a
_ _

Q323/b
_

Average: -2/12 1/12 0 0

Query Splitting ResultF for CRN2TH Collection
(MORELS)

Table 7
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Queries from the ADIABTH collection retrieving one relevart

document in the top-ranking five on the first search, and

splittable by weak separation criterion for nonrelevant

documents.

Improvement of split queries over ordinary

normalized positive and negative feedback

in terms of relevant documents retrieved

up to rank:

Query 5 10 15 20

0 A01' -1

@ A02' - 1 *

1 *

A04'

A06'

A07 -2

A10 -1

1

All
-1

Al2' -1

-2

Al3

A14'

A17 i4 ii

B16'

-1 1

Average: -3/24 2/24 -3/24 -2/24

Query Splitting Results for ADIABTH Collection
(SPLNEG)

Table 8
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Queries from the CRN2TH collection retrieving only one

relevant document in the top five ranks on the first search,

and splittable by the weak separation criterion for nonrele-

vant documents.

Improvement of split queries over ordinary

normalized positive and negative feedback

in terms of relevant documents retrieved

up to rank:

Quea 5 10 15 20

Q123/a

Q123/b

Q130/a -1

Q130/b -1 -1 -1

Q141/a

W141/b

Q170/a

Q170/b

Q189/a. *

Q109/b.

Q272/a -1
iC

Q272/b Mb -1

Average: -1/12 -2/12 -2/12 -1/12

Quer/ Splitting Results for CRN2TH Collection
(0NEREL)

Table 9
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Queries from the CRN2TH collection retrieving only one relevant

document in the top five ranks on the first search, and

table by the weak separation criterion for nonrelevart documents.

Improvement of split queries over ordinary

normalized positive feedback in terms

of relevant documents retrieved up to

rank:

Quea 5 10 15 20

Q123/a

Q123/b

Q130/a

Q130/b

Ql41/a

Q1.41/b

Q170/a

Q170/b

Q189/a.

Q189/b.

Q272/a

Q272/b

Average:

is

1

-1

3.4

is

Sf

fC

1/12 -2/12 0 -1/12

Query SpLitt5n3 Results for CRN2TH Collection
(ONEREL)

Table 10
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Correlations

0 1 2 3

0.4523 0.6176 0.8241 0.2811

0.3780 0.5598 0.4165 0.1603
0.3665 0.3343 0.4137 0.3070
0.3647 0,3325 0.3680 0.5045
0.3638 0.2731 0.3518 0.4064
(.3467 0.2363 0.3412 0.8449
0.3333 0.2347 0.3246 0.1727
0.3283 0.2334 0.2994 0.4017
0.3119 0.2206 0.2994 0.3635
0.3086 0.2141 0.2940 0.3530
0.3000 0.2130 0.2930 0.3529
0.3000 0.2092 0.2908 0.3390
0.2949 0.2033 0.2768 0.3360
0.2949 0.2001 0.2758 0.3356
0.2917 0.1763 0.2668 0.3350

0.1606
0.1547

0.2673
0.1418 0.2488

0.2482
0.2415

0.2080
0.1803 0,2109
0.1793

0.1705
0.1607

Rank Documents

1

2

3

4

5

6

7

8

9

10

11
12

13

14

15

17

13

0 1 2 3

33R OR 20R 20R
5 33R 5 R----'57R

62 42 46 46
46 5

20 9 56 56

70 67 33,R 33R
10 56

/
7 7

12 27 37 10

1 5 60 21

80 71 21 76

37 28 0 37

60 18 45 3

47 23 12 62

56 68 10 60
3 24 79 53

6R

20 57R
22 r 57R 36R
23 26R
26 16R
29 26R
32 16R 36R
34 36

39
43

16R
6R

Doc. Corr Cent. Corr Drop Doc Corr. Rank Old. Doc Old Reldoc New Doc

Run 0 82 0 17 65 0 0 0

Run 1 82 0 31 51 0 0 5

Run 2 82 0 12 70 5 2 0

Run 3 75 0 14 61 5 2 7

0 initial search
1 control run with positive and negative feedback
2 first "half" of split query
3 second "half" of split query

Sample Output for Qu!ry F04

Fig. 1
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4. Evaluation

In general, the results for query splitting in positive feedback

with the separation criterion are comparable to those achieved by Borodin,

Kerr and Lewis in their experiments with the average correlation criterion.

Although a slight improvement may be noted for split queries over ordinary

feedback, it is not predictable enough to justify the use of query split-

ting in a working retrieval system.

Only if a more selective method can be devised for determining which

queries will benefit from splitting will the technique become of practical

value. Merely strengthening the splitting requirement by permitting multi-

level associations in cluster formation appears to be of some value in

eliminating nonproductive splitting in the queries tested. All queries

split by the weaker method which show an improvement under splitting would

be split in like manner by the stronE;er method. Strengthening the separa-

tion as well, by providing that pairs be separated only if they exceed the

requirements by some margin, may also be of value in restricting the number

of undesired splits.

For negative teedback, the situation is worse. The only run in

which splitting exhibited any improvement over the usual negative feedback

was on queries in the Cranfield collec.:ion retrieving no relevant documents

in the first search. Even there, the improvement was erratic. This failure

of splittirg applied to negative feedbach is not entirely surprising, since

the hypothesis of separate clusters of relevant documents used to justify

splitting in positive feedback does not apply. Here the best justification

for splitting is that, since the locations of no relevant documents are known,

multiple queries may offer more chance of success by means of a "shotgun"

effect scattering the search over a lazier area of the document space.

29i
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Altogether, the results of the negati.re feedba& runs indicate that the

different "halves" of the split queries do not usually retrieve signifi-

cantly different portions of the document space. Thus it would seem that

this "shotgun" effect is not taking place. It may be that results can be

improved by weighting the nonrelevant documents more heavily in feedback.

In any case, negative query splitting as tested does not appear to benefit

from this effect sufficiently to justify the effort of multiple query

generation.*

Although the results of these experiments are largely negative,

it is important in viewing them to consider that the queries tested were

written by experts in their fields and are therefore generally consistent,

thus making the probability of success in query splitting rather low.

Also, being small, the document collections used are inimical to the exis-

tence of multiple clusters of relevant documents. Relevant. documents in

sur:h small collections tend to fall into single clusters, or none. Although

the success of query splitting in these adverse circumstances would be a

strong argument in its favor, its failure in the same circumstances is less

conclusive. It would appear that if truly significant results are to be

achieved with query splitting, they will be achieved in the environment of

a larger more diverse document collection and with more realistically incoa-

sistent queries.

A The only exception to this is query W66 of CRN2TH, which showed remarkable
improvement on splitting.
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IX. Effectiveness of Feedback Strategies
on Collections of Differing Generality

B. Capps and M. Yin

Abstract

IX-1

This study evaluates the comparative effectiveness of

several feedback strategies on collections which differ in

generality, namely the Cranfield 200 and Cranfield 400 col-

lections. A new query set which produces a constant number of

relevant documents over the two collections is used to regulate

the generality. lhe results are assessed from both the user

and the system viewpoint; some strategies do appear equally

effective on both collections.

1. Introduction

The ultimate goal of automatic information retrieval

systems is to obtain a performance in "real life" situations

equally as good as or better than in manual systems under

operational conditions. Experiments done on automatic systems

such as SMART are performed on controlled and limited collec-

tions. Therefore, in order to predict how the system will

perform in d library situation, experiments on collections of

different sizes are done and the results compared to see if

there is a significant loss in performance as larger collec-

tions are used.

Generality is he proportion of relevant documents in a

collection to total number of documents. In collections of

30 0
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varying sizes, generality is expected to differ, because the

number of relevant documents does not increase proportionally

to the number of nonrelevant documents. Therefore, results from

test collections of different generality can be viewed as an

indication of how the results from a test environment would be

reflected in a res.'. life situation.

This study is ccncerned with the relevance feedback

aspect of information retrieval. Relevance feedback is one

of the ways ts utilize user opinion in improving search effec-

tiveness (1). A set of documents is given to the user who judges

which documents are relevant to his request. This information

is then used to modify his original query for another search

through the collection. The rationale is that the original

query might be badly worded, so that the incorporation of

concepts trom eocuments judged relevant might retrieve other

related documents.

The method used in this study is to run several search

strategies on collections of different generality and then to

compare the retrieval performances. Several means are available

to measure retrieval performance depending on the viewpoint

taken. The recall-precision graph is used to represent the user

viewpoint of how well the system is satisfying his need*.

However, this is not adequate to measure system efficiency;

consequently, fallout and adjusted precision have been developea.

Fallout is the proportion of nonreievant documents retrieved

over total number of nonrelevant documents the collection.

When plotted against recall, this takes into account how much
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work the system has to do to retrieve equivalent numbers of

relevant documents. When fallout is constant, precision can be

adjusted to take generality into account so that the precision

from collections of different generality can be compared on an

equal basis (3].

2. Experirlental Environment

The test collections should be similar in all respects

except for generality. Ide 12] cites four factors which might

account for the differences in results of the two collections

she used Cran 200 and Apr;

a) difference in subject matter

b) difference in collection scope

c) difference in variability within collection

d) difference in query construction and relevance

judgment.

The CRN2NUL and CRN4NUL collections seem to eliminate these

factors since they are subcollections of a homogeneous set

Cranfield 1400 and are not mutually exclusive subcollections.

To vary the genetality, the number Jf relevant items is

held constant while the number of nonrelevant items varies

This can be done by creating a new query collection from the

original CRN2NUL QUESTS and CRN4NUL QUESTS collections. The

selected queries have the same relevance decisions in both the

Cran 20u and Cran 400 collections. There are twenty-two such

queries with a total of one-hundred and fifteen relevant
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documents. The formula for generality, averaged over all

queries, is:

total relevant in collection
1000 x number of queries

Generality [4]
total number of documents in collection

The generality for Cran 200 with respect to this new query

set is 26.14 and for the Cran 400 is 12.30.

The query-update formula used for relevance feedback

is:

= 7Q + wQ
o

+
Qi+1

min(n
a

,nr 1) min(nb,n;)

aY r. + uG s, [2]
1 1 I

where n, w, a, 1. are multipliers

Qi+1 is updated query

Qi is previous query

Qo is original query

n' is number of relevant documents retrieved

r
i

is relevant document retrieved

ns is number of nonrelevant documents

retrieved

is nonrelevant document retrieved

specify the number of documents to be

si

n ,n
a b

used.

Various strategies can be formulated using the above

equation with the added parameters in the SEARCH routine of the

SMART system, such as ALLOF, ATLEST and NOMOR. ALLOF is the
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number of documents to be retrieved. ATLEST is the minimum

number of documents to be used in feedback and NOMOR is the

maximum number of documents to be searched to provide ,.Locu-

ments for feedback. Only one iteration of feedback is used in

this study because the most noticeable effect of feedback results

from this iteration [5]. A frozen feedback iteration is used

to eliminate the ranking effect for evaluation purposes.

Since the purpose of the experiment is to study the

overall effect of feedback on these collections, a wide range

of strategies are chosen:

Strategy 1 is positive feedback

Strategy is the "dec hi" strategy [2]

Strategy 4 is a modified "dec hi" strategy which uses

a nonrelevant document for feedback only when

no relevant documents are retrieJed

Strategies 3 amd 5 use varied multipliers.

The actual parameters are shown in Table 1.

This study attempts to determine whether feedback im-

proves retrieval in one collection more than the other. That

is, the initial full search results serve only as a base line

and the improvement after using feedback is the result to be

measured. Consequently, the following performance measures

are stressed:

a) Precision improvement P1 - PO

This indicates whether a particular strategy is

better for one collection than the other from a

user viewpoint.

3 0 ti
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1

Strategies

2 3 4 5

Original Multiplier w 1 1 1 1 2

Positive Rank Cut n
a

(ALLOF) 10 5 5 5 5

Positive Multiplier a 1 1 4 1 1

Negative Rani-. Cut n
b

($ALLOF) 1 5 1 5

Negative Multiplier p -1 -1 -1 -1

Negative At Least $ATLST 1 0 l 0

Negative No More $NOMOR 10 5 5 5

Parameters fL: the Feedback Strategies

30o

Table 1



b

c)

1X-7

0
is precision of initial search

P
1

is precision of feedback iteration

These are taken at fixed recall points.

- P
0

Percentage of precision improvement
P

1
x 100%

0

This takes into account the fact that precision is

better for a collection with a higher generality

number (4j by taking the difference with respect

to the original precision.

Fallout improvement F0 - F1

A performance improvement implies that fallout for

the feedback iteration is less than fallout for the

initial search. This equation is equivalent to

(- 1) x (F1 - F0) and multiplying by -1 serves

to transform the difference onto the positive scale.

F0 is fallout of ilitial search

F
1

is fallout of feedback iteration

These are taken at fixed recall points.

FO
F

d) Percentage of fallout improvement x 100%
0

This takes into account the fact that the fallout is

not the same for the initial searches on both

collections. Therefore, the difference is com-

puts2d as a percentage of the original.

Ri x G2
e) Adjusted precision P

A
= [4]

(R
1

x G
2

) + F1(1000 - G
2

)

Precision of the Cran 200 is adjusted to that of

Cran 400 and not vice versa, because the emphasis

of this study is on performancrt of larger collections.

R
1

is fixed recall points

F
1

is fallout of Cran 200 at R
1

recall

G
2

is generality of Cran 400
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In this manner, the results from two collections of

different generality can be compared on an equal

basis. This comparison is from a system viewpoint.

f) Adjusted precision improvement P - PA
Al

0

Similar to a).

g) Percentage of adjusted precision improvement

PA - PA
0 100%

P
A
0

Similar to b).

3. Experimental Results

The results seem to fall into two categories with stra-

tegies 2, 3 Ind 5 in one group (group A) and strategies 1 and 4

in the other group (group B). The former group consistently

shows a good performance for Cran 200, but there is little

improvement for Cran 400, whereas the latter group shows an

equivalent improvement. The average improvements for one stra-

tegy from each group are shown in Table 2.

In group A from both a system and a user viewpoint, the

Cran 200 performs better as can be seen in all the improvement

graphs. In fact, for strategy 5, Cran 400 performs worse using

feedback than for tne full search as shown by the negative values

in the precision improvement curve (Fig. la) and the percentage

fallout improvement curve (Fig. 2b). This result seems to indi-

cate that this class of feedback strategies will not perform

well in a library situation. For strategies 3 and 5, the result

is probably due to the large number of nonrelevant do,...nents

30/
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Strategy 1 Strategy 3

Cran 200 Cran 400 Cran 200 Cran 400

Precision improvement .0293 .0307 .0526 .0218

% of Precision improvement 12.50 16.99 19.38 12.73

Fallout improvement .0104 .0770 .0130 .0066

% of Fallout improvement 13.38 15.94 21.73 12.16

Adj Precision improvement .0194 .0379

% Adj Precision improvement 24.21 23.79

Average Improvement Results for Strategies 1 6 3

Table 2

300



O 
tv 

(7) 

6 P 
z ----- 

PRECISION IMPROVEMENT 

O 
0 
N 
I {_1 

13 0 
0 < 

m 
K: 3 0 M 1> 

z r r 
(t, 

G-) 

3> 
-V % OF 

O O 

7> 
N 

-< 0 
(.11 

O 
cr) 

O 
io 

0 

C) 
3> 

r 

O 
4!. 

PRECISION IMPROVEMENT 

I I 

C) 
P3 

Z 
N Z Z 

C C 
r 

(.4 
(.71 

0 0 Si/_10, 

OT-XI 



O U
-

.0
6

.0
5

.0
4

.0
3

.0
2

.0
1 0

.0
1

C
 R

N
2N

 U
L

C
R

N
 4

N
U

L

I I

I

0.
4

0.
6

(a
)

0.
8

1.
0

F
A

LL
O

U
T

A

S
O

L

40 30 20
O 1

10
U

- 0
0

O
10

R
E

C
A

LL
20

-
I I I I

%
 A

de
"

-
...

..,
%

...
N

.,
1

%
l

%
f

L.
/

I
I

I

0.
2

0.
4

0.
6

IM
P

R
O

V
E

M
E

N
T

 G
R

A
P

H
S

S
T

R
A

T
E

G
Y

 5

F
i
g
u
r
e
 
2

(b
)

0.
8

1.
1-

0
R

E
C

A
LL

e r
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used for feedback which tend to eliminate the query. There

is a median of four nonrelevant documents used for feedback

on the Cran 400 and of three documents on the Cran 200. In

strategy 5 on the Cyan 400, out of the twenty-two queries, seven

queries have two or fewer concepts left after feedback whereas

on the Cran 200 there are only four such queries. The larger

multiplier for the original query in strategy 3 partially

offsets this effect of erasing the query.

As for strategy 2 which always uses one nonrelevant docu-

ment for feedback, the Cran 200 precision improves while the

Cran 400 precision does not (Fig. 3a). This is due to the fact

that on the Cran 200 there would be more relevant documents

retrieved (median of 2); therefore, one nonrelevant document

does not erase the query. On the Cran 400, however, fewer

relevant documents wouli be retrieved (median of 1); therefore,

one nonrelevant document might remove more concepts than are

added by the relevant documents in the feedback.

Looking at the precision improvement graphs for group

B, Cran 200 and Cran 400 curves using strategy 1 (Fig. 4a) are

interspersed whereas for strategy 4, the Cran 200 curve is

usually higher (Fig. 5a). But looking at the percentage pre-

cision graphs, for strategy 1 (Fig. 4h), the Cran 400 is better

at all recall points. This is not unexpected, since the ori-

ginal precision of the Cran 400 is lower than that of the

Cran 200. Therefore even with a similar Increase in pretision,

from a system viewpoint, the feedback is more helpful in im-

proving retrieval for the Cran 400 since this larger collection
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is not as favorable to retrieval as a smaller collection in

the first place (lower original precision). For strategy 4

(Fig. 5b), the two curves are interspersed instead of the

Cran 400 being lower because once the original precision is

taken into account, the percentage increase becomes similar.

Theoretically, tha fallout carves (see Appendix) for the

two collections should be the same. However, there is probably

a subset in the Cran 400 collection of nonrelevant documents

which have a very low probability of being retrieved (4].

This explains why fallout for the Cran 400 seems better, a fact

to be remembered when comparing fallout values.

For strategy 1, in the fallout improvement graph

(Fig. 6a), Cran 200 is for the most part better. On the cor-

responding percentage fallout improvement graph (Fig. 6b) the

Cran 400 is slightly better. For stragety 4, on the other

hand, the difference in fallout improvement is more pronounced

and the percentage fallout improvement is more similar (Fig.

7a, 7b).

These fallout results are quite logical. Since on the

feedback run, the number of relevant documents retrieved on the

Cran 200 tends to be larger than for the Cran 400 (usually one

more relevant document for Cran 200), the number of nonrelevant

documents would be smaller. Therefore, the fallout improvement

for the Cran 200 is larger. However, when the criginal fallout

values are considered, the two collections become similar.

Once precision for the CL .n 20^ is adjustei to that of

the Cran 406, the recall-precision curve for the Cran 400 is
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is lower than that for the Cran 400 (see Appendix). Therefore,

according to these graphs, from a system viewpoint, Cran 400

definitely shows better performance. From the adjusted preci-

sion improvement graphs (Fig. 8a, 9a), the improvement of

Cran 400 is at least equal if not more than that of Cran 20C

This result is also supported by the percentage adjusted pre-

cision improvement graphs (Fig. 8b, 9b). From both a user and

a system viewpoint, it would appear that use of these feedback

strategies is at least as effective for a larger collection

(lower generality number).

An interesting compar1son can be made between strategies

2 and 4 since they are similar in that both use negative feed-

back of one noarelevant document. However, the fact that

strategy 4 uses negative feedback only when no positive feedback

can be performed, as opposed to strategy 2 which uses it for

all queries, causes strategy 4 to be effective and strategy- 2

to fail on the Cran 400. For strategy 4, the relevant docu-

ments used in feedback are not offset by any negative feedback

as they would be for strategy 3 (see discussion of strategy

2 above).

4. Conclusion

Lesults of this study are encouraging in that they seem

to indicate that some feedback strategies can indeed be used in

a realistic environment. Those commonly used strategies such as

pure positive feedback and the strategy which uses the top

ranking nonrelevant document only when no relevant documents are
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retrieved, are equally effective on the Cran 200 and the Cran

400.

It is generally believed that feedback on a collection

of lower generality will not be as effective and that feedback

on a collection as large as a library is not promising. However,

the results of this study to seem to point out that relevance

feedback would be operative on a library collection, contrary

to common belief. Of course this is highly dependent on which

feedback method is used, since some strategies (such as those

using a large number of nonrelevant dccuments) perform poorly

on collections of lower generality. Furthermore, as the fall-

out curves indicate, the Craa 400 collection might have a dis-

joint subset of documents never retrieie0, Thus generali ;y

should be recomputed by removing such documents. In addition,

the test collections used here are limited in that they pertain

to only one subject area

A suggestion for future eperiments is that queries

should be examined individually to iaolate irre:,ular behavior.

Also a larger query collection and document .1ollection on more

than one subject area would be advisable to scbstantiate the

results. Based on the findings of this study, rariatious of

the two feedback strategies in group B e.g. requiring a

constant number of relevant documents to be fed back or using

different rank cut values should be explored.
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X. Selective Negative: Feedback Methods

M. Kerchner

Abstract

X-1

A great deal of work has already been done in automatic information

retrieval, in an effort to improve performance and to satisfy user needs.

In particular various techniques have been described which modify the

initial query submitted by the user, including the use of norrelevant and

relevant retrieved documents. The present study deals with experiments

performed with several new methods of using nonrelevant retrieved documents

to modify queries which retrieve no relevant in the first N documents

retrieved. The results of the experimen-,s are evaluated and suggestions

are made for possible furtber investigations.

1. Introduction

Relevance feedback is a technique for improving the performance of

an information retrieval system to better satisfy the needs of its users.

El) A search of the document collection is made with an initial query and

a set of retrieved documents, rankei in order of correlation with the query,

is presented to the user. After examining the set of retrieved documents,

the user indicates whether each is relevant or not relevant to his query.

(31 The relevance judgmens are used by the system to modify the original

search query in such a way that the modified query will retrieve additional

relevant documents.

Experiments have been made with several methods of positive rL1.:-

vance feedback in which highly ranked relevant doc.Iments are used to r di-

313
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fy the query. [2,41 In the case where no relevant documents are retrieved in

the first N documents considered, negative relevance feedback the use

of nonrelevant documents for query modification has been the basis for

experimentation. (12,5) However, some problems arise with the use of non-

relevant documents for query modification. Riddle et.al. (41 and Ide (51 con -

fire: that in some cases the use of nonrelevant documents perturbs the query

vector so grossly that no additicnal relevant documents are retrieved in

subsequent searches with the modified query. (61

In the present study, the SMART document retrieval system is used

as the basis for experiments on methods which propose to deal with the above

and related problems.

2. Methodology

It has been shown by previous work that methods using positive rele-

vance feedback are reasonably successful for queries retrieving a: least

one relevant document in the first N retrieved. Therefore, the experiments

in this study are only concerned with those queries which retrieve no rele-

vant in the first N (N=5) document:. retrieved.

To deal with the problem cf overdistortion of the query which occurs

with standard negative feedback schemes in which highly ranked nonrelevant

documents are subtracted from the query, Johnson and Krablin (61 propose th&t

more selective methods be used in order. to 'insure the integrity of the origi-

nal relevant concepts in thl query" and tc move the query out of an are of

lonrelevant concepts in the document space by using a series of :elected

terms for negative feedback, The approach suggested by Jc,hnson anti Krablin

is to select those tares which appear in several of the highly correlated

nonrelevant documents, but not in the original query and to a('d these termL,,
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with negative weights, to the query.

In connection with this approach, it is important to nute that a

large porticn of normal queriec covers more than one subject area. [7)

In addition, concepts which appear in I.ighly correlated ronrelevant may

also he significant in retrieved relevant documents. As a result, since

the basic selective negative feedback strategy of Johnson and Krablin

leaves untouched those concepts in the query which may have been found

in several of the highly correlated nonrelevant documentt, (and, as noted,

several of the relevant retrieved as well), the query appears to remain in

approximately the same area of the dccumenf. space, as seen in Fig. 1. The

highly correlated nonrelevant documents in the ayea may no longer be

retrieved but the query also does not approach the documents relati:g to

any secondary relevant subject a._'ea. The retrieval results confirm that

most of the improvement obtained is caused by raising the ranks of the

relevant documents in the primary subject area, and, in some cases, re-

trieving v.everal other relevant in the same part of the document space.

:n contrast, by removing those concepts in the query which are

shown to be significant in the highly ranked nunreievant documents, the query

is moved from that part of the document space in which those documents

appear, i.e. from an area of the space which is, in a sense, "more" non-

relevant than relevant to the query. It is hypothesized, as shown in

Fig. I, that the query moved nears_r to the set of docr-,eats relitec, to

its second subject area since presumably, the concept which remain in she

query relate to this area and, by removing the other concepts (or decreasing

th(ir weights), the remaining (or more weighty) concepts now assume l'rimary

imwortance in the qdery. In fact, a situation analagous to query splittiT,

330
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a) Typical SMART Retrieval b) Typical SMART Retrieval with
relevance feedback to modify
query

A Query
x Relevant documents

// Documents retrieved

c) Typical retrieval with query
modified by selective negative
feedback (Methods 1,4)

Selective Negative Feedback Illustration

fig. 1
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is achieved, although relevant documents in the original area of the docu-

ment space may now be overlcoked. However, while missing these relevant

documents, experiments show that the query is moved significantly nearer the

second subject area and more new documents in this area are retrieved than

would be the case if additional documents in the first subject area were

retrieved by not modifyirg those selected concepts which appear in the

query.

3. Selective Negative Relevance Feedhack Strategies

The following procedure is used in testing the various selective

negative feedback methods to be described.

1. A full search is made with the original queries (Note: as

mentioned above, only those queries which retrieve no rele-

vant in the first S documents retrieved are used in this

study.)

2. !400ify the query in oe of the tollowing ways (as sunnarized

in Table 1):

Method 1: Any concept which appears in at least

3 of the first 5 nlnrelevdnt documents is

deleted it ic appears in the query. No

new concepts are added to the ,uery.

Method 2: Any concept which appearr. in at at least

3 of the first S nonrelevant documents is

assigned a weight equal to the average of its

weights in these documents multiplied by -l.

If the concept appears in the curry, its

weight is replaced by the new calculated

weight. If tae concept does not appear in the

query, it is :tdded Lo the query.

33'
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Method 3: This method is similar to Method 2 but if

the selected concept appears in the query,

the new (negative) weight of the concept is

added to its present weight in the query.

Method 4: This method is similar to Method 1 but a

concept must appear in all 5 nonrelevant

documents in order to be selected.

Method 5: This technique is similar to Method 2 but

a concept must appear in all 5 nonrelevant

documents to be selected.

3. Search the document collection with the modified query,

and repeat procedure of part 2.

This process is halted when a satisfactory proportion of relevant

documents are retrieved.

For comparison, searches are made with the test queries using a

standard method of negative relevance feedback in which the nonrelevant

document retrieved with rank 1 in the original search is subtracted from

the query and a subsequent search is made with the modified query. Two

feedback iterations are performed.

In Methods 1 and 4, the danger exists of reducing the (very to the

zero vector. It has been found that such reduction occurs after the second

iteration of Method 1 with only 2 queries. However, the experiments per-

formed indicate that two iterations are the maximum number desirable, as

further iterations cause too much distortion in the query.

4. The Experimental Environment

The strategies outlined above have been tested en the Cranfield

collection of 424 document vector abstracts produced using a word form the-

330
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Method 1:

Method 2:

Method 3:

Method 4:

Method 5:

Any concept which appears in at least 3 of the 5
nonrelevant documents is deleted if it appears in
the query. No new concepts are added to the query.

Any concept which appears in at least 3 of the 5
nonrelevant documen :s is assigned a wei.ght equal to
the ,verage of its weight in the 5 documents multi-
plied by -1. It the concept appears in the query,
its weight is replaced by the calculated weight.
If the concept does not appear in the query, it is
added to the query.

This method is similar to Method 2 but if the
selected concept appears in the query, the calcu-
lated (negative) weight of the concept added to
its present weight in the query.

This method is similar to Method 1 but a concept
must appear in all of the S nonrelevant documents
in order to be selected.

This method is similar to Method 3 but a concept
must appear in all 5 of the nonrelevant documents
to be selected.

Five Proposed Selective Negative Feedback Schemes

Table 1

33,J
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saurus and 155 queries, 35 of which retrieve no relevant in the first five

documents retrieved. These queries are used as the experimental base.

In the experiment, 15 documents are shown to the user but only the first

five are used for relevance feedback.

5. Experimental Results

Since it is hypothesized that modification of the query by the pro-

posed methods moves it to a part of the document space which represents the

second subject area, it is important to consider the number of new relevant

documents which are retrieved in the first 15 documents, i. e. those which

have not previously been shown to the user. (7,8) As seen in Table 2,

Method 1 is the most successful in retrieving new relevant documents. In one

iteration 24 relevant documents appear in the first 15 documents retrieved

or 15.5% of the remaining relevant documents, with an average of 3.0 con-

cepts deleted from each query. In two iterations, a total of 30 new rele-

vant documents are shown to the user or 19.4% of the remaining relevant in

the collection for this particular set of queries. Method 4, which requires

that a concept appear in all 5 ncnrelevant documents in order to be deleted,

retrieves 16 new documents or 10.3% of the remaining relevant, with an

average of 1.6 concepts deleted from each query. The techniques which add

concepts with negative weights to the query show inferior results. Method 2

retrieves only 9 new documents or 5.8% of the remaining relevant while

Method 3 retrieves 8 new relevant documents. Thus it appears that assigning

a weight of zero to a concept, i. e., deleting it from the query, results

in less distortion of the query than assigning it a negative weight. In

addition, Methods 1 and 4, which both neglect to add new concepts with nega-
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Method 1
(1 iter.)

Method 1

(2 iters.)

Method 2 Method 3 Method 4 Method 5

Number of
queries
modified

34 34 34 34 22 22

Number of
relevant in
first 5
retrieved

13 14 8 9 12 10

Number of
relevant in
first 15
retrieved

38 28 10 10 33 21

Number of
new relevant
in first 5
retrieved

13 16 8 9 11 9

Number of
new relevant
in first 15
retrieved

24 30 9 9 16 13

% of remaining
relevant
retrieved in
first 15

15.5 19.4 5.8 5.8 10.3 8.4

Number of
queries which
retrieve at
least 1 new
relevant in
the first lb

18 24 9 9 13 11

Comparison of Methods 1-5

Table 2
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ive weights to the query, are significantly more successful in retrieving

new relevant documents than Methods 2, 3, and 5, which do add new concepts

with negative weights.

As seen in Fig. 2, the more selective modification technique of

Method 4 results in higher precision figures at recall levels up to 0.5

than those achieved by Method 1, although precision figures for Method 1

are higher at the higher recall levels. It is also seen by examination of

retrieval results that in some case;; for Method 1, the ranks of relevant

documents which are retrieved among the top 15 docurents in the original

search decrease significantly since, as hypothesized, the query is moving

in a direction away from these highly correlated documents. As shown in

Table 2, for Method 1, 24 of the 38 relevant documents retrieved, or 63%,

are new relevant documents. Since Method 4 leaves 13 queries unchanged,

the high ranks of these relevant documents remain the same and thus help

in achieving high precision figures for Method 4 at low recall levels.

In the same way, Method 1 tends to push low ranking relevant documents

lower if these documents are in the area of the document space from which

the query is being moved, as they tend to be. In fact, using Method 1, 47

relevant documents which have a nonzero correlation with the queries are

reduced to having a zero correlation with the modified queries after one

iteration. It is to be noted that some of these relevant documents have

been seen by the user, as they appear in the top 15 retrieved documents, but,

nonetheless, such factors affect the precision and recall calculations.

As seen in Table 3, the standard feedback technique of subtracting

the nonrelevant document with rank 1 from the query only retrieves 13 new

relevant documents after 2 iterations, or 8A% of the remaining relevant,

3 4 /f,
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Original Queries
0-0 Method I (1 iter.)
a-6 Method 4

N
-**-0

0,1 0.2 0.3 0.4 0.5 0,6 0.7 0.8 0.9 1.0

Recoil Precision Curve for Original Queries,
Methods I ond 4

Fig. 2

Method 2
0-0 Method 3
0-0 Method 5

a 0

0
1 i P--P

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

RecoltPrecision Curve for Methods 2,3 ond 5

Fig. 3
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Iteration 1 Iteration 2 Combined

Number of relevant
in first 5 retrieved 3 3 4

Number of relevant
in first 15
retrieved

9 12 17

Number of new
relevant in first

retrieved
3 1 4

Number of new
relevant in first
15 retrieved

8 5 13

% of remaining
relevant retrieved
in first 15

5.2 3.2 8.4

Number of queries
which retrieve
at least 1 new
relevant in the
first 15

5 4 9

Average number
of concepts
subtracted prom
the query

56.2 35.9 92.1

Results for Nonselective Negative Feedback Scheme

Table 3
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The high average number of concepts subtracted from the query after two

iterations, 92.1. may explain the poor performance as the query is pro-

bably overperturbed.

6. Evaluation of Experimental Resits

As the criteria cited above (number of new relevant retrieved,

etc.) as will the statistical T- and Wilcoxon Signed Rank tests favor

Methods 1 and 4 significantly over Methods 2, 3, and 5, only the former are

compared with the standard nonselective negative feedback scheme and with

each other.

According to the T-test, the differences in performance between

Method 1 and Method 4 are statistically significant. Using measures of

rank recall, log precision, normalized recall, normalized precision, and

recall level averages, Method 4 is concluded to be "better" than Method

1. The Wilcoxon Signed Rank test confirms this conclusion.

The Sign test favors the nonselective negative feedback strategy

over Method 1 while the same test favors Method 4 over nonselective nega-

tive feedback. However, as noted above and by others, [7,8] several

other factors must be considered in evaluating the various strategies.

Methods 1 and 4 both perform better than the nonselective negative

feedback scheme as reflected by the number of new relevant retrieved.

This is also reflected in the standard precision-recall curves (see Tables

2 and 3, Figs. 1 and 3). As noted previously, the improved precision-

recall curves for these methods do not result from simply raising the

ranks of already retrieved relevant for, as shown in Table 2, 63% of the

relevant documents retrieved by Method 1 are new documents not seen before

34')
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by the user. For Method 4, 48% of the relevant documents retrieved are

new.

To determine which of Methods 1 cr, 4 is to be favored, it must be

considered that although the precision-recall curve of Method 4 is higher

than that of Method 1 at recall levels up to 0.5, the curve for Method 1

shows higher precision at recall levels greater than 0.5, since more relevant

are retrieved using Method 1 than if Method 4 is used. At low recall levels,

precision may be improved by raising the ranks of relevant documents already

shown to the user. As noted by Hall et al [7] and Cirillo et al [8], assuming

that 15 documents are r,hown to the user, whether a relevant document is

ranked 8 or 13 is not important to the user since he is shown both documents;

it is in the higher ranks of relevant documents retrieved that Method 4 seems

to show better performance figures than Method 1.

It is, in addition, important to note that Method 4, due to its

more selective modification procedure which requires that a concept appear

in all 5 nonrelevant documents in order to be deleted from the query, fails

to alter 13 of the 35 queries while Method 1 modifies 34 of the 35 queries.

For those queries which are modified, their performances as far as the

number or new relevant documents retrieved are similar. Method 1 retrieves

an average of .71 new documents per query and Method 4 retrieves an average

of .73 new documents per query.

Since negative feedback schemes are conceived for the purpose of

dealing with problem queries, i.e. those vhich retrieve no relevant in the

first 5 documents retrieved, and thus cannot be modified by positive feed-

back schemes employing relevant documents, a strategy which leaves 37% of

the queries unmodified must be considered unsatisfactory for the purpose

34
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for which it is designed.

Therefore, it is recommended that Method 4, which deletes from tho

query those concepts which appear in at least 3 of the 5 nonrelevan': docu-

ments, be used as a negative feedback scheme for those queries which re-

trieve no relevaot documents in the first 5 retrieved. However, as it is

hypothesized in the present study that the large number of new relevant

documents retrieved by queries modified by this strategy are obtained by

moving the query to a new section of tile dcrlument space, which represents

its second subject area, it is necessary to perform further. experiments to

determine how to retrieve the relevant which remain unretrieved in that part

of the document space which relates to i-zs first subject are. A com-

bination of such t:!chniques would presumably result in significantly better

retrieval results for the problem queries dealt with in this study.

34;
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Rank

Initial Nonselective Method 1 Method 4

Dec Corr Doc Corr Doc Corr Doc Corr

1 106 .4471 372 .0261 2268 .3993 226R .3458
2 87 .4429 321 .0148 340 .3592 340 .3111
3 74 .4248 371 .0097 2278 .3138 225R .2725
4 27 .4025 103 .1 238 .3053 321 .2722
5 12B .3643 197 .0 244 .3020 227R .2700
6 91 .3593 2'11 .0 267 .2993 238 .2679
7 72 .3542 264 .0 1E7 .2867 244 .2616
8 33 .3539 267 .0 372 .2774 257 .2592
9 337 .3501 273 .0 225R .2697 167 .2483

10 107 .3476 320 .0 339 .2649 372 .2402
11 167 .3441 106 -.9917 321 .2357 339 .2294
12 234 .3274 107 -.5190 270 .2200 270 .2223
13 225R .3237 91 -.4715 374 .2025 228R .1816
14 62 .3227 35 -.4627 243 .1992 374 .1754
15 65 .3227 415 -.4445 242 .7911 243 .1725

a) Three Negative Feedback Strategies for Query 34

Rank Doc Corr Doc Corr Doc Corr Doc Corr

1 73 .3230 73 -.9971 73 .3322 163R .2011
2 406 .2926 174 -.4847 406 .3084 202 .1964
3 40 .2363 133 -.4199 40 .2491 413 .1474
4 367 .2349 134 -.4158 174 .2430 385 .1367
5 398 .2333 398 -.4071 74 .2155 203 .1297
6 174 2305 406 -.4054 7 .2148 384R .1235
7 381 .2173 4198 -.4032 367 .2063 61 .1223
8 74 .2073 234 -.3997 90R .2010 90R .1066
9 7 .2038 381 -.3737 234 .1991 73 .1057

10 163R .1962 28R -.3733 398 .1533 122 .1003
11 90R .1907 136 -.3674 394 .1907 26 .0898
12 234 .1889 40 -.3593 202 .1852 70 .0898
13 394 .1809 7 -.3513 65 .1811 22 .0884
14 202 .1757 74 -.3486 64 .1794 39 .0881
15 65 .1718 376 -.3485 163R .1724 7 .0876
---

b) Three Negative Feedbacc Strategies for Query 137

Retrieval Results for Three Negative Feedback Strategies

Table 4
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Recall-Precision Curve for Nonselective Negative
Feedback Technique, Methods I and 4.
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Query Orig.
Search

Method 1
1st iter

New
Rel

Method 2
2nd iter

New
Rel

Total
New

Method
2

New
Rel

Method
3

New
Rel

3 3 3 0 3 0 0 1 0 1 0

6 1 2 1 2 0 1 0 0 0 0

8 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 1 1 1 1

12 1 4 3 5 1 4 0 0 0 0

22 0 0 0 0 0 0 0 0 0 0

29 1 1 0 0 0 0 0 0 0 0

32 0 4 4 0 0 4 1 1 1 1

33 1 1 1 2 0 1 0 0 0 0

34 1 3 2 0 0 2 1 1 1 1

37 1 1 0 0 0 0 0 0 0 0

38 1 0 0 0 3 0 0 0 0 0

45 1 2 1 0 0 I 0 0 0 0

46 2 4 3 3 1 4 1 1 1 1

48 0 1 1 1 0 1 1 1 1 1

54 0 0 0 1 1 1 0 0 0 0

55 0 0 0 0 0 0 0 0 0 0

57 G 0 0 0 0 0 0 0 0 0

58 1 0 0 0 0 0 0 0 0 0

66 1 0 0 1 1 1 0 0 0 0

74 2. 1 1 1 0 1 0 0 0 0

76 1 2 1 1 0 1 1 1 1 1

78 0 0 0 0 0 0 0 0 0 0

79 1 1 1 0 0 1 0 0 0 0

83 1 0 0 0 0 0 0 0 0 0

91 2 1 1 0 0 1 0 0 0 0

95 0 0 0 1 1 1 2 2 2 2

96 0 1 1 2 1 2 0 0 3 0

102 0 1 1 0 0 1 0 0 0 0

103 0 0 0 0 0 0 0 0 0 0

113 2 1 0 0 0 0 0 0 0 0

118 0 2 2 2 0 2 0 0 0 0

134 1 0 0 1 0 0 0 0 0 0

137 2 2 0 2 0 0 1 1 I 1

140 1 0 C 0 0 0 0 0 0 0

Number of Relevant in First 15 Retrieved for Various Feedback Methods

1 3ju Table 5
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Query Method
4

New
Rel

Method
5

New
Rel

Nonsel
1st iter

New
Rel

Nonsel
2nd iter

New
Rel

Total
New

3 3 0 0 0 0 0 0 0 0

6 2 1 2 1 0 0 1 1 1

8 0 0 0 0 0 0 0 0 0

10 0 0 0 0 1 1 0 0 1

12 1 0 2 1 0 0 0 0 0

22 0 0 0 0 0 0 0 0 0

29 1 0 1 0 1 1 2 1 2

32 0 0 0 0 2 2 1 0 2

33 1 0 1 0 0 0 0 0 0

34 4 3 2 2 0 0 0 0 0

37 1 0 1 0 Q 0 0 0 0

38 1 0 1 0 0 0 0 0 0

45 0 0 0 0 0 0 2 2 2

46 4 3 2 2 0 0 0 0 0

48 1 1 1 1 0 0 0 0 0

54 0 0 0 0 0 0- 0 0 0

55 1 1 0 0 C 0 0 0 0

57 0 0 0 0 0 0 0 0 0

58 0 U 0 0 0 0 0 0 0

66 1 0 1 0 3 2 0 0 2

74 1 1 1 1 0 0 0 0 0

76 2 1 1 1 0 0 0 0 0

78 0 0 0 0 0 0 0 0 0

79 1. 0 1 0 0 0 0 0 0

83 0 0 0 0 0 0 0 0 0

91 1 1 0 0 0 0 0 0 0

95 0 0 0 0 0 0 0 0 0

96 0 0 0 0 0 0 0 0 3

102 0 0 0 0 0 0 1 1 1

103 0 0 1 1 0 0 1 1 1

113 1 0 0 0 0 0 1 0 0

118 1 1 0 0 0 0 0 0 0

134 1 0 1 0 0 0 0 0 0

137 3 2 1 1 2
,,
. 2 0 2

140 1 1 1 1 0 0 1 1 1

Number of Relevant in First 15 Retrieved for Various Feedback Methods

Table S (contd.) 351
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XI. The Use of Past Relevance Decisions
in Relevance Feedback

L. Paavola

Abstract

XI -1

A high degree of similarity may be expected to exist among

documents judged to be relevant to the same query. This paper

investigates some possibilities for exploiting this potential

similarity in relevance feedback. Runs are made on the ADI and

Cratfield 424 collections of the SMART retrieval system. In

these runs all "jointly relevant" documents are incorporated

into feedback as if they were a single relevant document. Stan-

dard recall-precision evaluation measures are used, and the per-

formance of some individual queries is illustrated. Some direc-

tions for further research are suggested.

1. Introduction

In the SMART system, statistical and syntactic analyses

of search queries and documents are used for text analysis, and

automatic comparisons of analyzed queries to documents or to

sets of centroids of document clusters are used for the selec-

tion of documents to be displayed to query authors. [1j However,

the utility of these methods alone is severely limited, and

attempts have been made to introduce subjective judgments into

the retrieval process. The usual method, known as relevance

feedback, uses a query author's decisions about the relevance

to his query of specified documents in order to modify the vector
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representation of his query. [1, section 7-4] Occasion,,lly such

judgments are used to modify document vectors. [2] Methods which

do not alter query or document vectors include query splitting [3]

and query clustering. [4,5]

2. Assumptions and Hypotheses

This paper details another method of using the history of

a system to improve its performance. The assumption is made that

if a given document is known to be relevant to a query, another docu-

ment is more likely to be relevant to the query if both have been

judged relevant to some past query. It is further assumed that the

number of such past occurrences of joint relevance may be a useful

index to inter - document similarity.

The following problems may be anticipated in such a system:

the system may be handicapped in dealing with queries of a type which

it has not encountered frequently earlier; .tSer ideas of relevance

end nonrelevance may differ widely; unless special measures are

taken, documents which may be relevant to a given query but never

initially retrieved (e.g. situations in which query splitting would

be in order) may become increasingly less like'.y ever to be retrieved.

The proposed method is expected to have the following advan-

tages: general queries with a high number of relevant documents may

establish a loose connection between docutients of the same general

subject area, while specific queries may set up stronger connections

between more closely similar documents; the system may function well

for the "average" user, if queries do not vary too widely; group,
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of documents of which all are relevant to each of several cueries

may be used to better performance.

3. Experimental Method

The procedure is first tried on the ADI collection of the

SMART retrieval system, consisting of 82 documents and 35 queries,

then on the Cranfield 424 collection, which has 424 documents and

155 queries. In each case, the query collection is divided into

two equal groups by random methods. The documents relevant to

each query are known. From the relevance decisions for toe

queries in the first group a list is made for each document of

the other documents with which it has been included in such de-

cisions and the number of times for each, as shown in Fig. 1.

The other half of the query collection is used to make

three searches of the entire document collection. The first

search is a full search using unaltered query vectors. The

second search incorporates in positive feedback those documents

among the first five shown the user which are judged relevant by

him. The third search alters the query vectors in the way de-

scribed below.

In general, the altered query is constructeC according to

the following formula;

N
R

N
JR

q= a0q0 al(
DR ) + a2 ( (a a_ + sin, ) Dio )

,,

i imi
3 Di 4

where q = the altered query
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356

Documents 1, 3, 35, 36, 89 are relevant to query 1

Documents 2, 8, 35, 36, 89, 90 are relevant to query 2

Documents 4, 36, 90 are relevant to query 3

Document J-r docs* #**

1 3 1

35 1

36 1

89 1

2 8 1

35 1

36 1

89 1

90 1

3 1 1

35 1

36 1

89 1

4 36 1

90 1

8 2 1

35 1

36 1

89 1

1 90 1

1

35 1

2

1

1

3 1

8 1

36 2

89 2

90 1

Document J-r does* #**

36 1 1

2 1

3 1

4 1

8 1

35 2

89 2

90 2

89 1 1

2 1

3 1

8 1

35 2

36 2

90 1

90 2 1

4 1

8 1

3!, 1

36 2

89 1

* Documents joint-relevant
to the given document

* * Number of times each joint-
relevant document occurs in a
list of relevant documents
-.1.h the given document

Examples of Joint Relevance

Fig. 1
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D
R

= the relevant documents among the top n (here n=5),

according to the ranking produced by the full search

N
R

= the number of such documents D
R
i

DJR = documents joint relevant to any of the DR
i

N
JR

= the number of such documents DJR
i

nn = the number of D
R

to which a particular D
JR

has
i i 1

been found to be joint relevant

n
J

= total number of joint relevancy decisions of the
i particular D

JR1
with any of the D

Ri

a0

a
I

a
2

a
3

adjustable parameters

(One may choose to include in feedback only those DJR which have
i

n
J

greater than a certain minimum value.)
i

An example of the use of this notation is given in Fig. 2.

The particular coefficients that have been tried for the

N
JR

Cranfield 424 collection are a
0

= 100 . a 1 = 100, a
2
= 100/( n

D
)

'

i

a
3

= 0, and a
4

= 1. Parameter a
2

is normalized because some documents
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356

Documents 5, 6, 89, 312, and 400 shown to user.

He identifies 6, 89, and 400 as relevant.

Joint relevance lists for these documents:

6 89 400

32 3 51 1 5 2

51 3 71 1 89 1

65 1 212 1 93 1

212 1 400 1 284 1

312 2

400 2

D
R

= 6, D
R

= 89, D
R

= 400; N
R

= 3; Njil = 10

1 2 3

DJRi
D

i

n
J

1 5 1 2

2 32 1 3

3 51 2 4

4 65 1 1

5 71 1 1

6 93 1 1

7 212 2

8 284 1

9 312 1

10 400 2

2

1

2

3

Computation of Joint Relevance Parameters

Fig. 2



XI-7

in the collection have an extremely large number of joiat-rele-

vant documents, while others have none.

The successive definitions of the query of Fig. 2 are

illustrated in Fig. 3. The query used for the pure positive

feedback search and that used for the joint relevance search

are always identical except that in the latter certain concepts

have increased weight and other concepts are added.

To obtain a final evaluation, the simpl feedback and

joint relevance runs are compared to each other (and to the full

search) by the AVERAGE and VERIFY routines.

4. Evaluation

The ryn on the ADI collection shows enough difference

between the two methods to merit a run on the Cranfield collec-

tion. The chi square probabilities were 0.0001 for the t-test;

0.0483 for the sign test without ties, 1.0000 with ties; and

0.0006 for the Wilcoxon test.

Recall-precision for the Cranfield 424 collection are

displayed in Fig. 4. The higher precision at low recall for

simple positive feedback is probably due to the inability of a

vector loaded with many concepts to be very accurate in choosing

the highest-ranking documents, although performing well on the

whole. From the graph of Fig. 4, it is seen that the simple

feedback method is more advisable than the particular joint

relevance strategy tried when only the ranking of the documents

at the top is important.

Of the relevant documents which were changed in rank by
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360

Search 1

q q0

Search 2

q q0
+ 1(6) + 1(89) + 1(400)

Search 3

q = 100q0 + 100(6) + 100(89) + 100(400)

+ 100 (2(5) + 3(32) + 4(51) + 1(65)
25

+ 1(71) + 1(93) + 2(212) 1(28+)

+ 2(312) + 3(400))

3(400), e.g., means document 400 is added in with

weight 3.

Query Alteration

Fig. 3
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the joint relevance process, 59 obtain lower ranks and 127 re-

celve higher ranks. The probability under the null hypothesis of

a chi square larger than that observed is 0.0000 for the t-test,

Wilcoxon tesL, and sign test without ties; for thn sign test

using ties the probability is 1,0000. The large number of ties

can be attributed to the lack of joint relevance information co

be added into many of the queries.

Performance of the simple feedback and joint relevance

searches are shown for several queries in Fig. 5. Sometimes the

addition of joint relevance information does not substantially

affect the effectiveness of the query one way or the other (e.g.

query 54). Sometimes it actually moves the query away from

relevant documents (query 26). But otten it produces dramatic

improvement (query 77). Sometimes the improvement is due to the

direct addition of relevant documents (query 13), some of whirh

would have been more effective had they had greater weight. Some-

times very few relevant documents are added, but the important

concepts are nevertheless amplified by inclusion of joint rele-

vance information (query 42). Sometimes the inclusion of both

produces improvement (query 7). Sometimes the additions dilute

the query (query 61).

The above analysis supports the conclusion that inclnsion

of joint relevance information, even if restricted to the aeight

of one relevant document only, produces significant improvement.

In evaluating this experiment one rust keep in mind the

differences between the experimental situation and an actual one.

The results are biased positively by the fact that in an actual

362



Q
u
e
r
y

7
Q
u
e
r
y
 
1
3

Q
u
e
r
y
 
2
6

Q
u
e
r
y

4
2

Q
u
e
r
y

5
4

Q
u
e
r
y
 
6
1

Q
u
e
r
y
 
7
1

R
F

R
F

R
F

R
F

J
R

F
R

F
K

F

1
5
4
R

1
5
 
1
7
3

4
1

7
R

/
0
1
1
 
1
2
3
R

1
0
2

5
G
R

1
3
7

1
3
2

1
3
7
 
1
2
6
R

1
3
8

1
4
'

1
6
0
 
1
2
1
R

1
6
8

2
1
9
 
1
2
4
R

2
3
1
 
1
2
0
R

2
3
3
 
1
2
2
R

2
4
9
 
1
2
5
E

5
4
R

;
I

1
2
3
R

5
6

1
2
1
K

1
2
o
R

1
2
4
A

1
2
2
R

1
2
0
A

1
2
5
R

1
 
7
2
2
 
7
2
R

2
 
6
2
R
 
6
2
R

3
 
8
3

5
R

4
 
9
1

G
R

1
4

5
R
 
2
3
4

5
4

5
R

1
5
8
R

5
8
R

3
 
3
7
8
8
 
1
6
9

1
1
 
1
8
4

c
s
l
i
l

3
3

3
4
R

4
2

9
1
R

4
9

3
7
8
R

5
7
 
1
5
1
K

5
8

3
4
R

9
6

7
8
R

9
8

1
5
1
8

1
4
5

7
8
R

1
 
2
9
4
R

3
8
r

5
 
2
9
6

2
8
.
7

9
 
2
9
3
R

1
1

7
R

2
0

9
4

3
9
 
2
9
2
8

5
0

4
3
R

1
0
4
 
2
8
9
E

1
2
0
 
2
9
G
P

2
3
5
 
2
9
1
K

2
9
4
R

2
9
3
R

2
9
2
R

2
9
0
R

2
9
1
R

2
8
9
R

4
3
R

1 2 8

1
3

1
4

2
1

2
3 2
8

2
9

3
%
3
8

3
9

L
S

4
9 5
C

5
4
5
5

6
0 6
1

7
6

8
0

8
1 8
6

8
7 8
8

1
0
2

1
0
6

1
1
6

1
1
8

1
2
8

1
4
2

1
5
0

1
2
4
8

1
2
5
R

5
5
R

4
1
1

3
9
2 8
2
R

7
9
3
0
K

3
8
8
R

1
7
3
R

1
3
6
R

1
0
P

1
0
1
R

1
0
0
8

1
6
4
P

3
8
R

1
1
8
K

3
9
1
R

3
6
4
R

1
5
0
K

3
8
4
R

1
2
4
R

1
2
5
R

5
5
R

1
3
6
R

1
7
3
R

3
5
1 8
2
R

1
1
2
6
1 1
O
R

1
0
0
R

3
0
R

1
0
1
K

3
8
8
R

1
6
4
R

1
8
4
R

3
9
1
R

3
6
4
R

3
8
R

1
1
8
R

1
5
0
R

1 2 3 5 6 7

1
4
1
R

1
4
2
R

1
4
3
K

1
4
5
K

2
2
1
R

1
4
0

1
4
2
R

1
4
1
R

1
4
3
R

1
4
5
R

1
4
4

2
2
1
K

1
8
9
R
 
4
1
8
E

2
 
3
4
4

8
9
R

3
 
2
6
4

4
2
0
R

5
 
4
'
8
R
 
2
6
8

3
8
 
4
.
2
0
E

K
e
y
:

R
a
n
k

S
i
m
p
l
e
 
F
e
e
d
b
a
c
k
 
S
e
a
r
c
h

J
o
i
n
t
 
R
e
l
e
v
a
n
c
e
 
S
e
a
r
c
h

D
J
R

a
r
e
 
g
i
v
e
n
 
i
n
 
t
h
e

f
o
r
m
:

3
3
(
2
9
2
)
 
i
m
p
l
i
e
s
 
t
h
a
t

2
9
2
 
w
a
s
 
a
d
d
e
d
 
i
n

w
e
i
g
h
t
 
3
3

R
 
=

F
 
=

J
 
=

T
h
e

f
o
l
l
o
w
i
n
g

d
o
c
u
m
e
n
t

w
i
t
h

Q
u
e
r
y
 
7
:

9
(
7
)
,
 
5
(
1
1
)
,
 
5
(
4
0
)
.
 
9
(
4
e
)
,
 
1
0
0
(
5
4
)
,
 
9
(
5
6
)
,

9
(
9
8
)
,
 
9
(
1
2
0
)
,
 
5
(
1
2
1
)
,
 
9
(
1
2
2
)
,
 
9
(
1
2
3
)
,
 
9
(
1
2
4
)
,

9
(
1
2
5
)
,
 
5
(
1
2
6
)

3
3
(
5
)
,
 
3
3
(
6
)
,
 
3
3
(
6
2
)
,
 
1
0
0
(
7
2
)

3
3
(
7
)
,
 
1
0
0
(
5
8
)
,
 
3
3
(
8
0
)
,
 
3
3
(
1
6
9
)

3
3
(
9
2
)
,
 
3
3
(
2
9
3
)
,
 
1
0
0
(
2
9
4
)
,
 
3
3
(
3
0
7
)

8
(
7
)
,
 
4
,
4
8
)
,
 
8
(
5
4
)
,
 
4
(
5
5
)
,
 
8
(
5
6
)
,
 
4
(
5
9
)
,

4
(
9
8
)
,
 
1
2
(
1
2
0
)
,
 
4
(
1
2
1
)
,
 
8
(
1
2
2
)
,
 
8
(
1
2
3
)
,

1
0
0
(
1
2
4
)
,
 
8
(
1
2
5
)
,
 
4
0
1
2
6
)
,
 
4
(
3
0
8
)
,
 
4
(
3
1
0
)
,

4
(
3
1
1
)

1
0
0
(
1
4
1
)
,
 
1
0
0
(
1
4
2
)
,
 
1
0
0
(
1
4
3
)
,
 
1
0
0
(
1
4
4
)
,

1
0
0
(
1
4
5
)

1
0
0
(
4
0
1
)

Q
u
e
r
y
 
1
3
:

Q
u
e
r
y
 
2
6
:

Q
u
e
r
y
 
4
2
:

Q
u
e
r
z
 
5
4
:

Q
u
e
r
y
 
6
1
:

Q
u
e
r
y
 
7
1
:

C
O

S
e
a
r
c
h
 
R
e
s
u
l
t
s
 
f
o
r
 
J
o
i
n
t

F
i
g
.

R
e
l
e
v
a
n
c
e

5

M
o
d
i
f
i
c
a
t
i
o
n



XI-12

application not all the documents relevant to a given query would

be shown to a user, identified as relevant, and added to the joint

relevance lists. They are biased negatively by the fact that

relevance information obtained by a query in the second half of

the collection might often help a new query subsequently submitted

in the second half; this effect could not be taken into account iu

the experimental design. A sounder though more laborious experi-

ment would have been to run the entire query collection against

the document collection, while updating the joint relevance lists

after each query. Still more significant results would have been

obtained had the joint relevance lists been composed of only those

documents which a user might see and identify as relevant. However,

such experiments are difficult to perform without adequate system

support.

5. Conclusions

The assumptions of part 2 are found to be largely justifiable,

although the importan,:e of the number of past joint relevance deci-

sions should be further investigated. The danger of biasing the

system toward one type of query is avoided, since the two halves

of the query collection are fairly similar. The experiments arc

. not extensive enough to detect isolation of documents. As expected,

loose and strong connections are established by general and specific

quF=ries, respectively. The ioint relevance procedure does take

advantage of document groups. And a partial but important answer

to the weighting problem is that greater emphasis should be placed

ou the joint relevant documents, although waysimus be found to coun-
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teract the negative effects of such an increase. Perhaps this

effect may be partially counteracted as the number of queries

run through a system increases.

In a new experiment, low-weight concepts might be elimi-

nated from altered queries. Certainly better values for a0,

al, a2, a3, and a4 should be found. There may be possibilities

for the use of joint-relevance information in negative feedback.

Incorporation of the best known feedback strategies into the

joint-relevance query alteration equation should be attempted.

Perhaps high-frequency occurrence in joint-relevance lists of

a document already known to be relevant should lead to a higher

weighting of such a document.

The experimental data indicate that the use of joint

relevance information is a valuable tool in information retrie-

val, that more testing of procedures for using this information

is in order, and that the nature of the tradeoff between compu-

tational complexity and effectiveness of additional information

must be determined fot such procedures.
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XI1. A Controlled Single Pass Classification Algorithm
with Application to Multilevel Clustering

D. B. Johnson and J. M. Lafuente

Abstract

A single pass clustering method is presented, which compares

favorably with more expensive clustering algoritms. During the clustering

process various parameters are controlled, such as number of clusters,

size of the clusters and amount of overlap. The method is tested using

the ADI collection of 82 documents and the Cranfield 424 collection. The

results ave. compared to full search and to results obtained by searching

clusters produced by Dattola's algorithm. The effect of ordering of the

collection is investigated and some variation is obtained in the results

for different orderings. Single-level as well as two-level clustering is

considered. The results, in general, point to better performance with

multilevel clustering and some suggestions for extending the algorithm to

include multilevel clustering are given.

1. Introduction

An important consideration in an automatic information retrieval

system is the time spent in searching a collection. To avoid searching

the entire collection, it becomes necessary to classify documents into

related groups. This is the technique of clustering. Documents are grouped

into clusters by assigning items containing similar concepts to the same

cluster. A centroid vector is constructed for each cluster, and queries

are matched at first against these centroids. Only those clusters comparing

favorably with a query are then searched in the normal manner. Thus a sac-
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rifice in time to produce the clusters is compensated Ly later savings

in the search time. The problem is how to develop efficient techniques for

producing meaningful clusters in order to minimize searching costs. The

suitability of any clustering method must then be measured according to

the following criteria:

1. Cost of generating the clusters;

2. Cos-: 01 searching the clustered collection;

3. Effectiveness of the search process, usually measured

by evaluating recall and precision.

The clustering problem becomes :ritical with very large collections.

Comparing each document with every other document is no longer feasible,

and efficient algorithms have been developed which attempt to minimize the

number of document comparisons. Even with these methods, the classification

of a collection containing several thousand items is a time consuming pro-

cess.

This paper describes a clustering algorithm which makes a single

pass over a collection. Each document is examined only once and clusters

are formed in the process. A document is considered for inclusion into one

or more existing clusters before it is allowed to begin a cluster of its

own. Various parameters such as cluster size, number of clusters,and amount

of overlap are controlled throughout the clustering process. The algorithm

is tested using the ADI collection of 82 documents and 35 queries available

in the SMART system. The algorithm, however, is designed with a view toward

large collections.
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2. Methods of Clustering

Various methods have been devised for clustering. Usually these

methods require the computation of a correlation matrix, representing the

correlation of each document with every other document in the collection,

followed by a grouping of those documents which correlate best with each

other. Input parameters for these clustering algorithms include the number

of clusters desired, the maximum size of each cluster, the amount of over-

lap and the number of ")oose" or unclassified doc=ents to be allowed.

Two clustering methods are presently in use in the SMART System;

[1] they are: Rocchio's clustering algorithm [2] and a variation of

Doyle's algorithm. [3] In Rocchio's algorithm, each unclustered document is

selected as a candidate for a cluster nucleus. All remaining documents are

then correlated with it, and the document is subjected to a density test

based on cut-off correlation coefficients. If the document passes the

density test, a new cluster is formed and a cut-off correlation is determined

based on the relative distribution of crTrelations with the given document.

' centroid vector is then computed by combining all concepts of those docu-

ments with correlation above the computed cut-off value. The centroid vector

is next matched against the entire collection to create an altered cluster.

The entire procedure is now repeated with all unclustered documents until

all documents are either clustered or loose.

Doyle's algorithm basically consists in matching documents to existing

clusters by computing a document-cluster score for each document relative to

each cluster and admitting a document to those clusters for which a suffi-

ciently high score is recorded. litw centroids are then computed for each

altered cluster. The process is then repeated; at each step of the itera-

tion all the documents arc correlated with all the clusters, and the clusters
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are updated until further updating does not alter any of the existing clusters.

It can be shown that Rocchio's algorithm requires order N2 vector

comparisons, where N is the number of documents, while Doyle's algorithm

is of the order Ni where m is the number of clusters. A more efficient

method due to Dattola [4] requires time proportional to N.plog m where N

is the number of items in the collection, m is the number of clusters

desired and p is the number of clusters produced at each level of the

algorithm. The method is an outgrowth of Doyle's attempt to obtain a fast

algorithm for clustering large document collections. In each cycle of Dattola's

algorithm, each document in the collection is scored against each existing

cluster by a certain scoring function. New clusters are then computed while

some documents remain loose. The cycle is then repeated with the new clus-

ters. The algorithm is designed to control the number of clusters, size

of clusters and amount of overlap. The number or clusters and amount of

overlap are specified as input parameters, while the size of the clusters

is controlled internally. One problem with Dattola's algorithm is that some

way must be found to designate initial clusters.

An inexpensive one-pass clustering method hat:, been proposed by Rieber

and Marathe. [5] In this method the first document automatically becomes the

centroid of the first cluster. Subsequent documents are correlated with

existing clusters and depending on how the correlation with each clIlster

compares with the minimum correlation cut-off, the document is either ad-

mitted to one or more existing clusters or allowed to start a new cluster.

If a document is admitted to an existing cluster, the cluster centroid is

recomputed. The method allows for disjoint clusters where a document can

only be included in one cluster, or overlapped clusters where a document

is included in every cluster with which it has a high correlation. The

3 A)
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single pass method of Rieber and Marathe compares favorably with more

complex clustering methods in search cost, but there is no control on

the cluster size or the number of clusters generated. Pas results in

initial clusters being exceptionally large. Moreover, the process is

likely to be order-dependent since the formation of the clusters depends

on how the documents are encountered.

3. Strategy

To produce retrieval results for the user, two major costs are

incurred the cost of preparing the collection, and the cost of searching.

Search cost can be reduced if an investment is made in clustering the

collection. The aim of this study is to give a clustering algorithm which

operates substantially more cheaply than those presently in use but for

which the search costs are similar. In this way it is possible to compare

clustering cost directly with search effectiveness. Alternatively, search

parameters can be adjusted until search effectiveness is comparable,

yielding a direct comparison of clustering and search costs. In either

case, it may be possible to exhibit the extent to which the clusters are

less optimal than these of other algorithms.

One approach to keeping search costs low is to use an algorithm

which, within the constraint of a single pass over the document collection,

will produce on the basis of document vector similarities a set of clusters

of a given size distribution measured in terms of mean size, maximum size

and overlap. This aim is achieved by the algorithm described in this study.

The extent to which sets of clusters with similar size distributions have

similar search costs is discussed in Section 6. C.
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Specifically, the experiments are desigr.3d to allow a comparison

with Dattola's algorithm. In his work [4], a mean cluster site is chosen.

Clusters more than twice or less than half the mean size are not allo.,,ed.

In the one-pass algorithm described in this study, the mean and maximum are

easily controlled. The minimum is not controlled directly, since doing so

requires blending small clusters in a second pass. It is questionable

whether fixed limits on the cluster size are desirable. Certainly some sort

of upper limit is needed to keep search costs well below that for a full

search. The effect of a lower limit, given a mean and maximum,is less clear.

In any event the method does not control the minimum whereas Dattola's does.

The composition of clusters from a single-pass method depends on

the order in which the documents are processed. A document can not be placed

in a cluster with a sequence number higher than that of the document. For

example, if there are N documents in the collection and n clusters are

produced, the first n-1 documents cannot belong to cluster n . In general,

it will also be more difficult for a document N to join cluster 1 than

for a document with an earlier sequence number.

The effect of order can be controlled partially and indirectly by con-

trolling the rate at which clusters are allowed to form in the early part of

the pass. Otherwise, order dependency is inherent in the single-pass method

just as it is in other methods in4lich the number of iterations is limited.

The degree of order dependency of the algorithm of this study is discussed

in Section S. B.

4. The Algorithm

The clustering algorithm accepts input vectors, each describing a

document, and assigns each document either to one or more existing clusters
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or to a new cluster, depending on the correlation of the input vector with

the cluster centroids. Each document vector is of the standard form, con-

sisting of pairs of concept numbers and corresponding weights. The weight

of each term in a centroid is obteinea by summing the weights of that term

for all documents in the centroid.

Vector correlations are computed as the multidimensional cosine

between them, COS, as follows

where

uivi

COS =
i=1

)2 rxi )2

j=1 j=1

COS = the cosine correlation between vectors u and v

n = number of to ---ms in the collect5.on dictionary.

COS ranges from 0 to 1. In order to control the cluster size, COS is modi-

fied, as discussed below. It is the modified correlation, COR, which is

actually used in making clustering decisions.

One stage of the clustering process is defined as the comparison

of one input document with 311 existing clusters. If the correlation, COR,

of the document with the centroid of a cluster is greater than the cut-off

value, CORCUT, the document is added to the cluster with which it has the

best correlation. The document is also added to any clusters for which COR

lies no more than an amount GAP below the highest correlation (maximum over

all clusters) COR, thus producing overlap. If GAP = 0, no overlap occurs.

If a document is not a.Alitted to any cluster, it defines a neu one. A cen-
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troid is recomputed vhenever a document is added.

Number of clusters, cluster size and overlap are controlled dynami-

cally. When, during the course of clustering, the number of clusters compared

to the number of documents already processed becomes large, it is necessary

to make it easier in general for documents to join clusters. However, to

control cluster size it must be generally more difficult for a document tc

join a large cluster than a small one. To achieve these ends, CORCUT is

varied to control the number of clusters while individual correlations, COS,

are reduced by an amount related to cluster size in order to control cluster

size near some maximum value.

A) Cluster Size

It is desired to define a function COR which will depend on the cosine

correlation, COS, and also on the number of documents which the cluster would

contain if the new document were a6mitted. COR should increase with COS and

decrease as luster size increases. If COS is very high, however, it would

be unreasonatle to exclude the document even from a large cluster. Therefore,

when COS is 1, COR shou]d equal 1 as

The following function, chosen for the algorithm, meets the above

requirements:

where

COR = COSY

y = NCEIL/ (NCEIL - min (NCEIL - 1/B, Mi t Mc)+A)/A

NCEIL = cluster size ceiling requested by user

M. = number of documents in input vector

(M. = 1 finless clusters are being clustered)

M
c
= number of documents in cluster
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A,B = tuning parameters which the algorithm supplied

and the user in general need not be concerned with.

Parameter A controls the rate at 'Mich the ratio COS/COR grows with cluster

size when a cluster is small. Parameter B controls this ratio near and

beyond the cluster size limit. If B is small, clusters can actually grow

over the limit given by the user.

B) Number of Clusters

Following each stage, CORCUT is recomputed in order to control the

number of clusters finally produced. The ratio of clusters produced to

documents processed up to the moment is computed. If this ratio is larger

than the value desired in the final result, CORCUT is a6justed downward

from a base value FCOR, reducing the probability that a new cluster will be

generated in the next stage. If the ratio is smaller than the desired value,

CORCUT is raised. The base value FCOR moves toward CORCUT at a rate fixed

by the algorithm. The user may supply a value for this rate.

New values of CORCUT and FCOR are computed as follows:

where

comm. =. (FCOR )x
1 i-1

FCOR.=FC0Ri_i *R+CORCLU.*(1 - R)

x = (NCL - NCLREQ * NINPUT / NE + D) / D

NCL = number of clusters following stage i-1

NCLREQ = number of clusters requested by user

NE = number of documents in source collection

NINPUT = number cf documents input through stage 1-1

R = parameter controlling rate at which FCOR follows COF.CUT

D = tuning parameter set by algorithm.
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If R=0, CCRCUT caries widely and poorer clusters are produced.

C) Overlap

A document is added to a cluster onlJ when two conditions are met:

1. COR > CORCUT

2. max(over all clusters) COR - COR < GAP

It can be seen that GAP controls overlap. Between stages GAP is

adjusted as follows:

where

GAP.=(FGAP.1-1 )z

z = (M
1

+ + M
NCL

+ E)/(NINPUT*(OVLAP + 1) + E)

CVLAP = the value requested for

NE

M./N) -1

i=1

FGAP = base value of GAP

FGAP. = FGA Pi-1 eciR GAP. (1 R)

D) An Example

The following example illustrates how the clustering parameters a..e

adjusted dynamically during the clustering process and how the individual

correlations are computed. The values presented are taken from a run on the

ADI collection. User selected parameters are given as follows:

376



NCEIL = 15

NCLREQ = 9

OVLAP = .122

Default options are used for the other parameters, namely:

FCOR = .4 A = 40

FGAP = .001 B = 2

R = .9 = 5

E = 1

Fig. 1 shows how CORCUT varies during clustering. Fig. 2 gives

a similar presentation for GAP. Of course, CORCUT and GAP change in dis-

crete steps after each document has been clustered. Points in the figures

have been connected for ease of presentation.

Consider, for example, the input of the 6Eth document. Seven

clusters exist at this point, so COS and COR are computed with respect

to each cluster, giving the following results:

Cluster
Number

Number of Documents
in Cluster COS y COR

1 14 .458 2.5 .142

2 10 .080 1.3 .037

3 14 .498 2.5 .175

4 12 .214 1.5 .010

5 12 .205 1.5 .009

6 1 .232 1.17 .181

7 1 .050 1.17 .030



XII-12

Corcut

.10

.05

+4

810 10 20 30 40 50 60 70 80

Number of Documents Input

Variation of Corcut with Input
Points of which new clusters form are marked with
cluster numbers. First three points are off scale.

Fig. I

Gop

040

030-

020

.010

/
..........

0 i. 1 _J I I __J I__4
0 10 20 30 40 50 60 70 80

Number of Documents Input
Variation of Gap with Input

Each downward discontinuity in the plot occurs when o
document is assigned to multiple clusters

Fig. 2

3 7 ti



X11-13

Taking the values of CORCUT = .045 and GAP = .0089 as adjusted following

the 64th document, document 65 is admitted to clusters 3 aid 6 as follows:

Cluster Number Cor Admit

6 .181

3 .175

1 .142 <
.181-Gap =.172

2 .037 <
CORCUT = .046

7 .030

4 .010

5 .009

5. Implementation

The algorithm is implemented in Fortran. The user specifies star-

ting values as follows:

NCEIL = approximate maximum number of documents desired

in any cluster

NCLREQ = number of clusters desired

OVLAP = fractional overlap desired

The algorithm sets the following parameters:

FCOR = .4

FGAP = .001

R = .9

A = 40

B = 2

D = 5

E = 1

The user may override these values if he desires. It is expected

that extensive use of the algorithm would lead to better values than those

already found, although the algorithm is not highly sensitive to them.

3
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A) Storage Management

The algorithm is designed with a veiw toward application to large

collections. Core storage and ac:esses to secondary storage are minimized

in the following ways. Clusters are stored in sequential locations rather

than in a 2-dimensional array. Only sufficient core storage for the clus-

ters as a group need be alloted regardless of the variation in cluster size.

A linked list could also be used. However, if secondary storage has tc be

used to store part of the cluster information, sequential storage is them

preferable.

Sequential storage requires moving the cluster information in order

to insert new concept-weight pairs. To minimize moves, two consecutive input

vectors are kept in core. In the course of one stage of the algorithm, the

input to the previous stage is added to the appropriate clusters and corre-

lation of the current document is made simultaneously. The entire cluster

collection is roved at most once for each stage.

6. Results

This study employs two document collections to evaluate the perfor-

mance of the single-pass algorithm, the ADI collection of 82 documents and

35 queries and the Cranfield collection of 424 documents and 155 queries.

Evaluation is made by comparing the results using the present algorithm with

the results using Dattolaes algorithm. Several clustering and search runs*

In the recall-presicion cutves presented, the modifications prop-sed by
Dattola, {4] pp. 16-24, to compensate for variations in correlatLon percen-
tage and uniform distribution of unrecovered relevant documents are incor-
porated.
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were made using similar input parameters in both algorithms. Full search

results on the ADI collection are also shown for comparison.

The cost of clustering is first discussed in Section 6. A. Several

clustering runs were made using the single-pass algorithm over different

orderings of the ADI collection to show the effects of the order in which

documents are processed. This is discussed in Section 6. E.

Clustering is also done at two levels as well as one level to illus-

trate savings in clustering time and to show the effect of multilevel clus-

tering on cluster quality. The results of searching the ADI collection,

including multilevel search, are discussed in Section 6. C. Finally, the

algorithm is applied to the Cranfield 424 collection and the results are

discussed in Section 6. D.

A) Clustering Costs

Cost comparisons between clustering methods can be made according

to several criteria. The two fox which results are presented in this

study are:

1. Number of vector comparisons performed.

2. Computer resources used, mainly CPU and I/O time.

The First criterion allows comparison of algorithms to a large

degree independently of the programming techniques employed and the system

to which the programs are embedded. The second reflects the effects of

the system and the programming techniques as well.

Consider the number of vector comparisons. It is convenient to

assume that clusters are formed at uniform intervals during the processing

of the col]ection, that is, cluster 1 forms with document 1 ani in general
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.

cluster i forms with document
N

(1-1) + 1 and so forth, where there are

N documents and m clusters produced. Under this assumption, the number

of comparisons for cletering on a single level is given as follows:

where

C
N -11-1. (N - 1)(m + 1)

1 m
.1=1

2

C1 = number of comparisons on level 1

N = number of documents in the colle-.tion

m = number of clusters produced

If clusterirg is done on x levels and p clusters are formed at

each level from each cluster on the next higher level, the number of compari-

sons made at level i is

C.
(N - 1)(p + 1)

1 2

Consequently, for multilevel clustering over x levels, the total number of

comparisons C is

C = C, (N 1)(p + 1)

i=1
2

and since m = px

C =
(N - 1)(p + 1) leg pm

2

Dattola gives a similar derivation in complete detail (4), giving
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the total number of comparisons D over x levels as defined above:

where

D = kNp logpm

k = the average number of times a set of documents is compared

to a set of cluster centroids.

A typical value of k is 16 for a collection the size of the Cranfieldr424.

Based on vector comparisons, then, one could expect an increase in

speed over Dattola's algorithm of 2k for large p and
3
,7-k for p = 3

(the optimum value proposed by Dattola (4)). A somewhat lower ratio is

shown in the results of this study. Table 1 shows comparative results.

For the ADI collection the ratio of number of comparisons is 15:1, implying

a k for Dattola's algorithm of 7.5. For the Cranfield 424 the values are

8.2:1 and 5.25, respectively. The difference from the value k = 16, which

is expected, is largely explained by the following factors:

1. In the runs using the present algorithm, a burst of

clusters was forced to form at the outset. Thus the uniform

formation assumption is not met and more comparisons are

made with the present algorithm than predicted. In the

limiting case where the first m uocuments form the m

clusters, C is bounded as follows:

C < (N - 1)p logpm

2. During an iteration of Dattola's algorithm the number of

trial centroids is frequently less than the chosen value

of p .

380
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ADI Collection (82 documents)
Present
Study

Dattola's
Algorithm

Number of clustering runs over
which the following results are
averaged

11 1

Vector comparisons 4u5 6614

CPU seconds (360/65) 5.8 44.0

I/O seconds (360/65) 13.3 38.0

Cranfield 424 Collec'Cion*
(424 documents)

Present
Study

Dattol 's

Algor

Number of clustering runs over
which the following results
are averaged

1 1

Vector comparisons 5579 45840

CFU seconds (360/65) 214 43:,

I/O seconds (360/65) 126 653

Clustering Cost Comparisons Between the F.res_nt
Study and Dattola's Algorithm

Table 1

Results shown for Datto1a are for two-level clustering

3 811



3. Iterations of Dattola's algorithm sometimes converge before

the iteration limit is reached.

4. Two levels of clustering were performed on the Cranfield

424 under Dattola's algorithm against a single level for

the algorithm of this study.

The comparison. of CPU times in Table 1 is somewhat les.; favorable

to the algorithm of this study, particularly on the Cranfield 424 collection.

The major factor is scoring, or vector comparison. Scoring may be done ove''

an array of weights if concept numbers are restricted to a prescribed range.

In the case of Dattola's implementation, numbers do not exceed 10,000 so

comparison may be done over a 10,000-element array in which the concept

number is given by position rather than in a list where the concept Lumbers

appear explicitly. The present algorithm uses such a list, ordered by

concept number, and runs more slowly as a consequence.

Perhaps the most important point to be made in this discussion is

that the algorithms of Dattola and of the present study are of the same

order. The constant multiplier k , however, is of the order 16 in the

case of Dattola and 1 in the case of the present study.

B) Effect of Document Ordering

The effect of ordering is studied by comparing the search results

on the original ADI collection and three permutations of it. The three per-

mutations are constructed by reordering the collection according to tables

of random numbers betv.een 0 and 99.

Clusters are generate3 using NCEIL = 22, NCLREQ = 9 and OVLAP = .122

(default options are used for the remaining parameters). A minimum of 10

documents is searched for each query. Plots of precision vs. recall are
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shown it. Figures 3 and 4. As exl_ected, there is significant variation in

the performance of the algorithm for different orderings of the documents.

It is interesting to note that the original ordering of the ADI collection

gives the worst results. The third permutation gives the best results which

actially exceed Lattola's results except in the high recall region. It can

be seen that the relative improvement of the results by reordering is better

in the document-level average plots than in the recall-level average plots.

Figures 5 and 6 show the spread between the curves representing

the original ordering a= the third permutati .h of the documents of the ADI

collection. The results can be compared with those of a full search and

clustered search using Dattola's algorithm.

Multi'.evel clustering is discussed in section 6. C. Since multi-

level clustering improves search results, it is possible that document re-

ordering may be reed to obtain further improvement in this case, although it

would be difficult to determine a suitauie oraering in advance.

C) Search Results on Clustered AM Collection

Recall and precision plots of searches on the clustered ADI collec-

tion are shown in Figures 5 and 6. As discussed in Section 6. B, it may be

seen that there is a substantial variation in the quality of the clusters

over different orderings of the collection, as measured by search results.

In comparison with both the full search and Dattola's algorithm, the present

algorithm shows a tendency to perform best in the low-recall region. This

effect may be observed in all results of thin study and, consequently, it

is a distinguishing characteristic of the single pass algorithm.

It should be observed that search costs for the results shown using

3
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the present algorithm and the results using Dattola's clusters are toughly

similar. For example, 990 vector comparisons are made in searching the

clusters produced from the ADI collection as originally ordered compared with

966 vector comparisons in searching Dattola's clusters.

In Section 6. A an expression for the cost of clustering is given.

The relationship is such that clustering oust is reduced both for the algo-

rithm of this study and for Dattola's algorithm if multilevel clustering is

done.* It is not known how the search results on clusters formed at a single

2evel and over multiple levels compare in the case of Dattola's algorithm.

However, in the case of the present algorithm, multilevel clustering is not

only less expensive tc perform but it can produce markedly better clusters.

Figures 7 and d show the improvement in recall and precision achieved

when the same ordering of the ADI collection is clustered over one level and

two levels. Clusters are formed at the first level and then sons of each

are formed at the second level. The ordering chosen was the one among the

four tested for which recall and precision are poores... for the single level

clusters. It is suspected that improvement would also be shown for the other

orderings.

It can be noted in Figures 7 and B that the two-level clustered

search is markedly better than the one-level search, particularly in the

low recall region. Moreover, the two-level search performs better than the

search on Dattola's clusters in the low recall region and approaches the

full - search curve in this region.

It is thought proper to apply the description "single pass algorithm" to
multilevel clustering where (a) each level is clustered in a single pass
and (b) the multilevel algorithm performs fewr comparisons than a single
pass would perform as a single level.
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In general, the probability that a document late in the input enters

an early cluster is related to the number of clusters formed in the pass over

a level of the cluster tree. The greater the number of clusters, the more

the membership of early clusters is confined to documents early in the collec-

tion. This can be seen by observing that, except for the case where a collec-

tion is partitioned into m sequential clusters, a cluster on the average

allows documents to be admitted over a sequence of input documents larger than

the cluster size, that is, for a single level of clustering,

where

N
n = a

n = number of documents for which a substantial probability of

admission to a certain cluster exists.

a = a constant (a > 1).

If clustering is done over two levels,

n.
(2)

= a n
(1)

where n.(2) is the jtn son of n(1) (superscripts refer to the level

of the tree). Thus, at the final level x there are m clusters and

n
(x) x N x N

= a - X = a

p

n3
(x)

> n.
(1)

for x > 1 and a > 1

3!),I
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The above suggests that producing as few as two clusters from

each father in the cluster tree would allow the best associations to

be made. It is also suspected that better results may be obtained if the

order in which the documents are compared at each level is reversed. The

rationale here is that the 1-st documents admitted to the cluster have

in general the highest correlation with the centroid. It is hypothesized

that in a pass in reverse order, these documents will tend to form a single

cluster and allow the earlier ones to fall in separate groupings.

The search results reported above suggest that sets of clusters

with similar size statistics have similar search costs when the same search

parameters are used. Comparative figures are shown in Table 2.

Overlap figures are also given in Table 2. It may be seen that

overlap varies substantially between the sets of clusters compared. Cer-

tainly, increased overlap increases search costs since it increases average

cluster size. Whether increased overlap affects recall and precision

curves to any great extent is less clear. It may be argued that the clus-

tering algorithm operates without knowledge of the query set subsequently

used to search the collection and, consequently, assignment of documents to

multiple clusters is independent of relevance judgments. Unpublished results

of Dattola in which overlap was varied' widely when clustering both the ADI

and Cranfield 200 collections without apparent effect on recall and preci-

sion support the hypothesis of independence.

The results of this study as well suggest that overlap is uncorre-

lated with recall and precision. Overlap is not ieid constant in the re-

sults presented because of the difficulty in matching the overlap measures

of Dattola's algorithm and of the algorithm of this study. As may be seen
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ADI Collection
(as ordered)

Cranfield 424

Single Pass Dattola Single
Pass

Dattola
2-level

1-level 2-level '1-level

Fractional overlap .17 .33 .01 .14 .23

Average cluster size
(No. cf documents) 10.7 12.1 9.2 24.2 23.7

Average cluster size/
collection size .13 .148 .112 .057 .056

No. of clusters 9 9 9 20 22

No, of clusters/
collection size .11 .11 .11 .047 .052

No, of vector compari-

sons (Search Cost) 990 1105 966 13,103 12,200

Fractional search cost .35 .39 .34 .20 .186

No. of documents sought
in search 10 10 10 43 43

Summary of Cluster Statistics
and Search Costs

Table 2
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in Table 2, higher overlap values occurred with the better results on the

ADI collection, but the reverse is true for the two runs made on the Cran-

field 424 collection.

D) Search Results of Clustered Cranfield Collection

The Cranfield 424 collection is known to have sequential groupings

of some of the documents relevant to certain queries. Consequently, a ran-

dom ordering of the collection is used as input to the single level clustering

run performed with the algorithm of this study. Figures 9 and 10 show the

recall and precision curves from a search on this set of clusters compared

with a search on a set of clusters produced with Dattola's algorithm. In

the case of Dattola's algorithm [4] clustering is done over two levels

using clustering parameters which were found to be optimal on the ADI and

Cranfield 200 collections.

As may be seen from Figures 9 and 10 the algorithm of this study

produced a slightly better recall and precision curve than Dattola's.

Additional runs on several permutations of the collection are needed to

establish whether a significant difference is shown consistently. Search

costs on the Cranfield 424 collection using the single pass algorithm are

comparable to search costs using Dattola's clusters. As shown in Table 2,

the present algorithm requires 13,103 vector comparisons, compared with

12,200 for Dattola's case. A more useful measure, which allows comparison

of collections of different size, is the fractional search cost, defined as

*ne .lumber of vector comparisons per document per query. Fractional search

costs on the Cranfield collections for the single pass method and for Dattola's

are -roughly similar, as seen in Table 2.
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7. Conclusions

The single pass algorithm of this study is substantially less costly

to execute than other clustering algorithms, Dattola's in particular. As

may be expected, however, the quality of the cluster set depends to a large

degree on the order in which the documents are encountered by the algorithm.

On the ADI collection, some orderings prod.:ce search results, measured by

recall and precision curves, better than Dattola's clusters in the low recall

range. Other orde"ings are worse at virtually all points on the curve.

A single clustering run is reported for a larger collection, the Cran-

field 424. It indicates that cluster quality is not degraded when the algo-

rithm is applied to a collection about five tines as large as the ADI.

Multilevel clustering using the basic single pass approach of this

study is shown both to be cheaper and to produce substantially better clusters

as measured by search results. There is a strong suggestion that further

work could establish the multilevel single pass algorithm to be as good or

better than Dattola's algorithm for most orderings of the collection.

The basic limitations of the single pass method appear ro be overcome

best when multilevel clusters form a binary tree. It is possible that the

contents of a collection would dictate nodes in the tree of higher degree.

The trade offs involved in such cases should be investigated.

The multilevel clustering of this study is confined to presenting

only the lowest level of the tree to the search algorithm. However, the en-

tire tree could easily be made available to the search algorithm. If so, two

possible ways of construction, present themselves. Tae first is to fetch each

document description from the collection only once. Each document would be

passed down the tree and all decisions relative to it would be made in sequence,

level by level. In effect, many levels of single pass clustering would to
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carried on simultaneously, each cluster at each level being treated as the

collection from which its sons are formed. In the case of a binary tree,

for example, the first document in the collection would be passed down the

entire leftmost branch of the tree to the predetermined lowest level. It

would define, at first, the leftmost cluster at each level. The next docL-

ment would then be passed down the tree. As long as it was admitted to

existing clusters it would add to their definition. At the point (if any)

where it was selected to define its own cluster, it would form a right

branch and then a sequence of left branches down to the lowest level. Sub-

sequent documents would be processed similarly.

The second method of construction is to form each level completely

before the next level is begun. Document descriptions would have to be

f5Itched from the collection once for each level plus additional occurrences

caused by overlap. However, clust:2P qaality might well be better since the

direction of passing over the documents can be reversed at each level.

Even when just two sons are formed from eacl father in the tree,

there still exists the possibility that natural clusters will be split

into fragments. By the nature of the process, once two documents are

separated, they cannot be associated again. To a certain degree, searching

over multiple clusters allows these documents to be found. It would De best,

however, to have them properly associated in the tree. It is proposed,

therefore, that the leaves of a completed tree be compared one to another.

Those with particularly high correlations would be coalesced into a single

cluster taken to be the son of both fathers. Such a coalescing process

would deform the tree only at the lowest level and could be expected to

reassociate sets of documents which were of roughly equal size and large

enough to be a majority of the members of the clusters involved. Any
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further investigation will necessarily include experiments designed to

strengthen, if possible, the results already found and to consider further

the selection of optimum clustering parameters.
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XIII. A Systematic Study of Query-Clustering Techniques:
A Progress Report

S. Woruna

Abstract

An experiment using various techniques of query clustering on the

Cranfield 424 document collection is described and some preliminary results

are given. Several methods of evaluating the performance of clustered

searches in the context of query-clustering are discussed. Finally, some

observations are made concerning use of the SMART system as implemented

at Cornell University.

1. Introduction

The idea of query-clustering as an aid to information retrieval

systems is first defined and examined by V. R. Lesser [1] . In thal report,

a two-level clustering algorithm is described in which members of a docu-

ment collection are assigned to clusters according to their relationship

with previously-formed clusters of queries.

It is argued that there are three advantages to performing the

clustering in this manner; first, the accuracy of a given search procedure

may be increased by comparing queries to sets of related queries already

processed by the retrieval system, instead of sets of related documents.

Second, it is likely that such a system will perform better as time

passes and more queries are available for clustering. Finally, lecause

the cost of most clustering algorithms increases with the size of the
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collection being clustered, it is more economical to use a qiery collection

than the associated and much larger document collection. A more

thorough general discussion of the first two of these points can be found in

[2], as well as in the original paper by Lesser. Applications of these ideas

to various methods of query clustering are discussed below. (for additional

information on clustering algorithms, see [3,4,5,6,70). Background material

and further references may be found in (9].)

The general process of query clustering may be divided into three

ports, or "phases":

1) generation of query clusters;

2) generation of document clusters from the query clusters of

phase 1; and

3) definition and assignment of centroids for the phase 2 document

clusters.

Each of these three phases may be accomplished in several different ways.

P. ccmbination of three such methods--that is, one for each phase--is termed

an "implementation" of query clustering, or a particular query-clustering

technique.

any procedures exist for performing phase 1, that is, intheinildai

clustering job. The variables in using these algorithms include the number

of clusters desired, the amount of overlap permitted, and the number of queries

to be clustered. The last parameter is particularly important to a query-

clustering technique, because it is hoped that search results improve with

an increase in the number of queries clustered.

Phase 2 may be implemented in any of the following three ways:
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1) Relevancy decisions

2) Correlation with query centroids

3) Correlations with clustered queries.

In the first case, documents which are relevant to one or more queries

in any one query cluster are grouped. For case 2, all documents are

correlated against each query centroid, and those documents correlating

highly with any such centroid are put into one cluster. In the third

case, the documents are correlated 14.th all queries used in clustering,

and a document cluster is formed from those correlating highly with one

or more queries in any given query cluster. In all three methods, one

document cluster is formed for each query cluster generated In phase 1.

The query cluster from which such a document cluster is formed (whether

by relevancy decisions, centroid correlations, or query correlations)

iE called its underlying query cluster.

There is much disagreement about the manner in which a centroid

is chosen to represent the documents in a oldster. Concepts may be

logical or weighted, with very high or very low weights arbitrarily either

retained o! dropped by one of several methods (10]. In query clustering,

however, the choice of the type of centroids used (phase 3) is much more

basic the centroids for each phase 2 cluster may be either the document

centroid formed from the documents of the cluster, or the query centroid

of the underlying query-cluster.

There are obviously a large numt-t:r-si query-clustering techniques

which may be formed from different combinations of the above variations

of the three phases. At this time, the only available studies of query

clustering are focused on varying phase 1 methods, while using relevancy
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decisions for phase 2 and query centroids in phase 3. This paper deals

with an experiment which considers all six combinations or second- and

third-phase variations, while also using different numbers of q!. tries in

phase 1. This produces eighteen differen query - clustering techniques,

which are then compared to a standard full search, and also to a set of

"normally-generated" clusters (formed using Dattola's Algorithm).

Eecause of the large volume of data generated by the experiment, a

thorough analysis of the results is not yet available. The present report

will be followed by such an analysis, using the parameters developed in

[2].

2. The Experiment

A) Splitting the Collection

In all experiments with query clustering, it is first necessary

to divide the query collection used into two disjoint subcollecticns: a

cluster-set and a test-set. (The collection 1.sed in this case is the

155-query set associated with the Cranfield 424 documents.) In general,

the cluster-set provides the queries for clustering; these clusters are then

used to generate phase 2 document clusters. When a tree (that is, a

hierarchy of documents and centroids) has thus been formed, the test-set

queries are used to determine the performance of the particular method used.

This simulates the action of an actual inforration-retrieval system, and

makes clear the requirement that the two query-sets be disjoint. (Si'ice

one of the hypotheses being tested states that new queries entering a

system benefit by the presence of similar queries already processed, it

would be unrealistic to test methods of query clustering which allow the



"new" queries to be present in the system already.)

Because of the nature of the query collection usei, another

consideration in this splitting is the authorship of the queries.

In a real system, it is unlikely that a given author would submit

two queries with similar sets of relevant documents. (If this were

the case, relevance-feedback from the results of the previous query

should best be used in handling the later query.) The Cranfield

queries, however, contain many instances of authors' submitting several

queries with similar sets of relevant documents. It is not unreasonaPle,

then, that in splitting such a test collection into two sets of queries,

it should be required that author-sets not be broken. That is, if any

query of a given author appears in one of the sets, then all queries

of that author are put into that set.

With these corr_dderations in mind, the 155 queries are split

into two author-consistent sets of 30 (test-set) and 125 (cluster-set)

queries each. This is done by generating random numbers between 1

and 155, and including in the test-set those queries whose numbers are

drawn at random, as well as all other queries by the same author.

Random numbers corresponding to queries already selected are passed

by in subsequent drawings. Appendix A, Table Al gives the results of

this splitting, including author number for all queries selected.

After the generation of the test-set, the cluster-set is

formed from the remaining queries. In order to allow the experiment

to test the effect of enlarging the base of clustered queries, the

125-item cluster-set is subdivided randomly into sets of 75 and 100
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queries, such that the first is a subset of the second. Three cluster-sets

called CS1, CS2, and CS3 are thus formed with 75, 100, and 125 queries,

respectively where the increase in size from one to the next is caused only

by the inclusion of additional queries. This, too, mirrors the action of a

real system, where an increase in queries processed is caused by addition,

rather than by reformulation. Table A2 in Appendix A mists the queries

included in these three cluster-sets.

B) Phase 1: Clustering the Queries

The three sets of cluster-queries formed by splitting the Cranfield

424 colle:tion queries are clustered using Dattola's algorithm (see [7)).

Essential to this algorithm is a specification of the number of clusters

desired and the amount of overlap permitted. The results of the experiment

in [2] indicate that overlap in such a set of query clusters in greatly

magnified when the related document collection is formed particularly, when

relevance decisions are used in phase 2. It is apparent, moreover, that

overlap will also be increased by most other implementations of phase 2.

Since the overlap obtained in RI was far too great, it was decided that the

query clusters formed here should have no overlap.

Not so easy to answer is the question of how many clusters should

be formed. This is a problem in any one-level query-clustering technique.

First, as many query-cluster, must be formed as the number of desired

document clusters. Furthermore, the number of queries to be clustered is

generally far less than the number of documents. Thus, the number of clusters

cannot be optimal for both the queries and the documents. According to 18],

the best number of equal-sized clusters which can he formed from n items is

4()i



XIII-7

of the o-der or n. Thus, for the 424 documents of the Cranfield

collection, approximately 21 clusters should be made, while the three

cluster -sets of queries require, roughly, 9, 10, and 12 clusters,

respectively. One solution to the problem i3 to abandon the single-

level hierarchy in favor of a multiple-level tree, where the clusters on

level 1 are formed by breaking up the query - clustering- generated clusters

on level 2. (see Figure 1.) This method is currently under investigation

by Magliozzo and Bodenstein [11).

Because this experiment is not designed to consider such variations

in query clustering, a solution other than that mentioned above is desir-

able. A compromise, therefore, is made between the different optimal

numbers of clusters required by the four collections. Dattola's algorithm

is asked to provide 15 clusters for each set of queries and documents to be

clustered. The 15 clusters of the 424 documents thus generated are later

used as a "standard clustering" against which the query-clusterini;s are

compared. (The actual generation of so precise a number of clusters is

not a trivial matter, as is discussed in Appendix C.) The results of

using Dattola's algorithm to cluster these collections are given in

Appendix A, Tables A3 and A4.
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C.; Phase 2: Clustering the Documents

In general, the most convenient way to implement phase 2 consists

in using relevancy decisions. This is done by assigning each document to

the cluster or clusters whose underlying cuery cluster(s) contain(s) one

or more queries to which it is relevant. Unfortunately, this process deals

with only part of the documents in the collection, in most cases. Although

each document in the Cranfiele 424 collection is relevant to one or more

queries in that collection, not all of these queries are present in any of

the cluster-sets CS1, CS2, and CS3. The documents not assigned to clusters

by analysis of relevance may be called "loose documents" (see f83 for a full

description of the term), and must be "blended" into the clusters already

formed. In all three cases the number of loose documents is rather substan-

tial: 135 in CSI, 89 in CS2, and 54 in CS3. (It should be noted here that,

because of the relationship between these three cluster-sets, the loose

documents of CS3 are a subset of those of CS2, which are, in turn, a subset

of those of CS1.)

Because of the large numbers of loose documents, the method used to

incorporate such documents into particular clusters is quite important, and

must be the subject of careful scrutiny in any actual use of this method.

For the present experiment, however, where the major object is the examina-

tion of the results of varying aspects of the clustering scheme other than

the blending method, an arbitrary way of assigning loose documents to clusters

is chosen. The method consists in correlating each loose document with the

15 centroids of the given cluster-set, and to add each document to the document

cluster(s), for which the centroid of the underlying query cluster(s) satisfies

one of the following conditions: either the correlation between query cen-
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troid and document is 0.250 or ligher, or the centroid-document correlation

is higher than the correlation with all other query centoids. The reason

for this method will become clear when method 2b is discussed below.

Results of this assignment relevancy combined with blending are given

in Appendix A, Table A5.

It is this type of clustering which has been studied previously,

and which seems most likely to produce improvenents over standard algorithms

which do not use query clusters. The effect is to classify documents accord-

ing to the questions to which they relate, rather than according to similari-

ties in word content. It is, moreover, this method which seems likely to

exhib!t the most improvement when a larger cluster-base is used. If such

a trend could be confirmed, this type of query-clustering would produce

a way for an information-retrieval system to "learn" from its past successes,

while keeping it from repeating past mistakes. It might also he a way of

implicitly altering a system to compensate for changes in terminology, or

to anticipate the development of nev fields of information. For these

reasons, this form of query clustering may have the same type of advantages

as document-space modification, a technique examined 5n Brauen [12].

Type 2 document clusters are formed according to correlations between

documents and centroids of the clusters formed in phase 1. In some ways,

this might be looked at as a standard clustering algorithm which begins with

certain clusters already formed, and continues by blending into these the

set of documents to be clustered. It might eventually be shown experimentally

that using such centroids as a "seed collection" in any of the standard

algorithms will produce improved performance from the final clusters.

In the experiment at hand, the procedure is the following for
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phase 2 using type 2 clusters: all 424 documents are correlated with all

15 query centroids in each cluster set. A document is assigned to any

document cluster, for which the centroid of the underlying query cluster

satisfies either of two conditions:

a) the centroid and the document correlet- at a level of

0.250 or higher;

b) the correlation with the document is higher than that

achieved by all other centorids.

Note that this is the same condition under which a loose document is blended

into a cluster for method 1. This criterion is chosen, by inspection, to

approximate the size and degree of overlap of what might be considered

"standard clusters". While such an arbitrary cutoff value is likely to be

used in any operational imp3ementaion of this method, the cutoff may, of

course, be varied to achieve different clusterings. In appendix A, Table A6

it may be noted that the sizes of the clusters formed vary greatly, from a

minimum of 4 by CS1 to a maximum of 85 by CS3. This is clearly an undesirable

result, and a method of avoiding it is suggested below. (Varying the cutoff

might reduce the problem, but would probably not solve it entirely.)

It should be noted here that method 2 is unlike the previous one in

that no loose documents result. This is due, of course, to taking each

document individually and assinging it to one or more clusters. The problem

of non-uniformly-sized clusters may 1e solved if the generation of loose

documents is permitted. Instead of correlating documents against centroids,

it is possible to reverse the process, matching centroids against documents.

In this variation of method 2, the top n, say, correlants of each centroid

are chosen for inclusion in the document cluster related to that centroid.
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Thus, all clusters have the same number of items. By varying the cutoff

(n), and imposing additional restrictions on correlations of included

documents, it seems likely that interesting results could be obtained.

This range of experimentation is not, howeter, included in the current

study.

Finally, the third form of phase 2 is achieved here by correlating

all of the 424 documents against the 75, 100, and 125 queries of the three

cluster-sets. Documents are assigned to any document cluster whose under-

lying query cluster contains one or more queries such that either a) that

query correlates more highly with that document than any other query, or

b) the correlation between the query and the document is 0.250 or more.

The motivation for this choice of method is the same as that for the type 2

method, and the same comments apply. In this application, also, a

disparity arises in cluster sizes. Table AT of Appendix A shows that

cluster-set CS1 produces both the largest cluster (111 documents) and

the smallest (3 documents) generated by method 3.

As before, a reverse strategy may be used which would ensure an

even distribution of the documents throughout the clusters (aside from

the blcnding of loose documents).

This method (in either variation) may be regarded as "pre-searching"

the dncument collection in order to make later searches more effective.

If, as assumed, many new queries are similar to queries already present in

an information-retrieval system, then such a new query should easily find

the cluster associated with these similar queries. This method of

assigning documents to clusters thus guarantees that the documents in

that cluster are those which correlate highly with the old, similar queries

(and, thus, hopefully, with the new query).
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Both of these last two implementations of phase 2 are inherently more

expensive than the first. Relevant documents for a given already-processed

query can he easily selected, without the necessity of correlating large

numbers of concept vectors. In the case of method 2, each document must be

correlated against a r .ny centroids as there are query clusters. Method 3

requires a full search of all queries against all documents, although this

would be done only once for each document and query. For method 2, a new

correlation by all documents would be required with each update of the query

clusters. Further analysis of comparative costs of these three methods is

possible, but beyond the scope of this paper.

D) Phase 3: Assigning Centroid:

The two methods of assigning centroids to document clusters are quite

straightforward. In one case, the centroid is taken as that of the underlying

query cluster. In the other, it is the standard centroid defined by the docu-

ments in the cluster.

Note that using document centroids geaerally requires an additional

series of computations while the use of query centroids does not. This is

the case because, as a rule, the process of query- clustering in phase 1 pro-

duces the query centroids as a side-effect, at no additional cost. In addi-

tion, query centroids tend to be small, taking up less storage space within

the machine than document k:entroids. On the other hand, it may be that docu-

ment centroids which contain more of the information about the documents

they represent form a better vehicle for combining documents than query

centroids. even the best clusters will achieve poor performance if the cen-

troids are poorly defined see Section 4 of this paper -- so tliat this choice,

also, is crucial.

41,i



XIII-13

E) Summary

The diagram of Figure 2 indicates the variations used in forming

18 clust.r trees from the Cranfield 424 collection. The cluster-collection

names used in the rest of this paper may be drive'. from this diagram by

concatenating the three keys describing tne particular collection. For

example, the collection formed from CS2 (100 queries) using documents

assigned by method 2 (centroid correlations) and query centroids in phase

3 is '100CC0QC1.

Results

For the most part, the results of this experiment ere unexpected.

(Graphs of recall-precision values for all 18 clusters are given in Appendix

B, together with graphs for the "standard" clusters and a full search using.

the test-set queries.) Consider, for example, the six comparis.s which

may be made varying only the number of queries clusterL.I. (The list,

including the names introduced in Figure 2, is given in Table 1 below.)

Intuitively, the expected ranking in all cases is 125-190-075, best to worst.

In only one case out of six, however, is this order c.chieved: clusters

125QCOQC, 100QCOQC, and 075QCOQC. (See Figur* B7.) In four of the five

other cases, the clusters using CS2 (100 queries) performed best. (In the

remaining case, nnnRELQC, CS3 was best, but CS1 was second-best instead of

last.) Moreover, only three of the eighteen cluster-sets produced better

results than the "standard" clusters (clusters 100RELDC in Figure B2 and

100CCODC and 075CCODC in Figure 83.) Reference (2) predicts a different

result.

The explanations for these results mu:;t await further analysis. At

present, some observations may be given. It must be noted first that the
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i. nnnREI.DC 2, nnnRELQC

075RELDC
100RELDC
125RELDC

075RELQC
100RELQC
125RELQC

3. nnnCCODC 4. nnnCCODC

075CCODC
100CCODC
125CCODC

075CCOO
100CCOQC
125CCOQC

5. nnnQCODC 6. nnnQCUQC

075QCODC
100QCODC
i25QCODC

075QCCQC
100QCOQC
125QCOQC

Six Comparisons of Cluster Groups
by Number of Queries Clustered

Table 1
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decisions on the rankings of two or more search results is being made on the

basis only of cursory analysis of the recall-precision graphs presented in

Appendix B. On that basis, for example, clusters 100RELDC (Figure B2) are

being called "better" than the standard clusters of Figure Bl, even though

the latter rises above the former from recall level .35 onward. A more

thorough investigation of these graphs is needed to reach firm conclusions

concerning the preferred clustering method.

The possibilities of experimental errors must also be considered.

In Appendix C the procedures used in setting up all of these collections are

described. Because of the large amount of handwork that went into this stage

of the experiment, and because of the lack of complete verification of the

resulting lists, it is possible that some degree of error has been intro-

duced in this way.

The final point to be mentioned here concerns the search strategy

used. In [21, it is necessary to compensate for Inusually large clusters

by varying the number of clusters eNpanded during searching. Since this is

not a problem in the present experiment, a fixed number of clusters is ex-

panded in all searches. It is possible that this number does not allow

p2oper representation of the properties of the existing collections. Future

searchc, will include fixed expansions of different values, along with ex-

pansions which vary with correlation and number of documents searched. This

last consideration seems most promising as an explanation of the results

reported here.

4. Principles of Evaluation

In 12) it is suggested that different types of evaluation parameters

are needed in full- and clustered-searches. In particular, in a clustered
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search, it is possible to isolate the cause of good (or bad) performance to

one of three areas:

1; Cluster generation

2) Centroid definition

3) Search strategy.

When the search is done without clustering, only the third explanation

applies. In addition, the amount of work done in searching a clustered

collection may vary from query to query an from one implementation to

another, and should also be measured. Although such a measure is sometimes

included in the basic performance of a system, it seems clear that the two

areas of :inalysis are quite separate and should be treated as such.

In general, search results are compared to an "optimaJ" system:

one which produces all relevant documents for all queries ranked at the

top of the list of retrieved items. In such a system the recall-precision

graph achieves a horizontal line at y-intercept I (see Figure 3). In the

same way, it is psssible to rank the first-level clusters in any clustered

collection for each query, in order of "desirability". (Note that the

analysis which follows is not directly applicable to multiple-level

clusterings. This problem is discussed in [10] and [13].)

Given the configuration of Figure 4, the hoped -for ordering of

these clusters before expansion is obviously (high to low number of relevant

documents) D-C-A-B-E. Note that t'4o considerations are involved here:

it is required that the clusters containing the greatest nuither of

relevant documents be ranked highest. Second, between two clusters whose

contents of relevant documents are the same, thc, smaller should be first.

The definition of the centroid for each cluster determines how high each

cluster ranks, and that definition will determine whether a search does

4 2
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0.5

0.5

y=1
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Optimal. Recall-Precision Graph
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ROOT

0 (1) 0 0
DOCUMENT CLUSTERS

(Documents Nut Shcwn)

CLUSTER NO. RELEVANT TO k NO. IN CLUSTER

A 3 40

B 1 10

C 5 30

0 15 50

E 1 15

n = total documents relevant to E. 25

Maters with Relevant Documents for Query E.

Figure 4



well (or poorly) because the proper clusters are (or are not) expanded.

Consider now a search which orders the clusters of Figure 4 in their

"optimal" ranking. This search will, in general, perform less well than a

similar one with the clusters of Figure 5, where the clusters are also consid-

ered to be ordered correctly before expansion. The reason is clear: in

the former case it is necessary to examine 135 documents before all relevant

may be included, while with the second group only 60 document correlation,::

must be made. The cluster-set exhibited in the second set possesses as few

nonrelevant as possible for those clusters containing all relevant. This

property is determined by cluster generation, as apart from centroid genera-

tion and search str-ategy.

Three parameters are introduced in [2] for dealing with these concepts.

They are "aim", "target", and 'rejection", defined as follows: Given a query

1 with n relevant documents. It is assumed that a clustered document collec-

tion is to be evaluated according to its clustering success and its achieve-

ment in centroid definition. For each number c of clusters expanded,

a) the aim clusters are those c clusters ranked first by

whatever correlation procedure is used in ranking

clusters, ai.d

b) the target clusters are those c clusters ranked first

according to the previously-discussed considerations

of a number of relevant contained and size. (rcr a

more precise description, including the question of

how documents appearing in more than one cluster are

to be treated, see [2].)

Th'e aim value is defined as

r.uniier of relevant documents in aim clusters

42
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423

DOCUMENT CLUSTERS
(Documents Not Shown)

CLUSTER NO. RELEVANT TO a NO. IN CLUSTER

A
t

0 40

Sr 0 10

CI 0 30

Di 25 80
/

E 0 15

a = total documents relevant to 2. = 25

Clusters with Relevant Documents for Query 2.
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and the target value is

number of rele.;ant documents in target clusters.

n

Similarly, rejection is defined as

occurrences of rel. documents in target clusters

occurrences of rel. documents in all clusters

In the measures above, optimal performance is achieved when both the aim-to-

target-ratio (self-defining) and the rejection are 1 when averaged over all

queries. This is a restatement of the definitions of [2], in a more precise

form.

The recall-precision graphs are included in Appendix: B, and an ex-

planation of the programming tasks is given in Appendix C.
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Appendix A

Tables of Statistics

Query
Number

Cran4
Number

Cran14
Number Author

Query
Number

Cran4
Number

Cran14
Number Author

1 17 67 107 16 64 145 83

2 18 68 107 17 65 146 83

3 19 69 107 18 71 157 17

4 31 97 95 19 72 1.:8 17

5 32 98 95 20 81 175 32

6 33 99 13 21 82 176 32

7 34 100 13 22 84 183 165

8 43 110 80 23 85 184 165

9 44 111 80 24 94 206 147

10 115 112 80 25 104 225 47

11 53 122 25 26 123 274 165

12 54 123 25 27 128 291 17

13 00 137 46 28 131 295 38

14 61 138 46 29 132 296 38

15 62 139 46 30 136 301 32

"Cran4 Number' is the query's number in the 424 collection.
"Cran14 Number" is the query's number in the 1400 collection.
"Author" is the author-number, as given by Cranfield.

Test-Set Queries

Table Al
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Qu

No.

Clus
Set

C4

No.

014
No.

Qu
No.

Clus
Set

C4
No.

C14
No.

r Qu
No.

Clus
Set

C4

No.

C14
No.

1 CS1 1 1 43 CSI 99 215 85 CS2 50 110

2 " 2 2 44 " 100 217 86 " 56 131
3 11 3 9 45 " 103 225 87 " 57 132

4 " 6 15 46 " 105 230 88 " 58 135
5 ti 7 18 47 " 106 231 69 " 67 148

6 " 10 3'- 48 " 108 233 90 " 78 148

7 " 12 41 49 " 109 245 91 " 87 190

8 " 13 51 50 " 110 246 92 " 93 205

9 " 14 58 51 " 111 247 93 " 101 218

13 " 15 59 52 113 252 94 " 102 224

11 " 21 74 53 " 115 259 95 " 122 273

12 " 23 80 54 " 117 255 96 " 127 288

13 " 25 82 55 " 118 266 97 " 135 299

14 " 28 87 56 120 269 98 " 143 332

15 " 29 94 57 " 121 272 99 " 145 335

16 " 30 95 58 " 124 283 100 " 150 352

17 " 37 103 59 " 125 284 101 CS3 5 13

18 " 38 104 60 " 126 285 102 " 8 26

19 " 40 107 61 " 129 293 103 " 24 81

20 " 47 114 62 " 133 297 104 " 27 85

21 " 49 118 63 " 134 298 105 " 35 101

22 " of 120 64 " 137 305 106 " 39 106

23 " 52 121 65 " 138 314 107 " 41 108

24 " 55 130 66 " 139 315 109 " 42 109

25 " 59 136 67 " 140 316 109 " 48 116

26 " 63 142 68 " 141 321 110 " 70 156

27 " 56 127 69 " 142 323 111 " 73 160

28 " 68 152 70 " 146 336 112 " 79 169

29 " 69 155 71 " 147 347 113 " 83 182

30 " 74 161 72 " 148 348 114 " 89 200

31 " 75 163 73 " 153 356 115 " 90 201

32 " 76 165 74 " 154 360 116 " 107 232

33 " 77 167 75 " 155 365 117 " 112 250

34 " 80 171 76 CS2 4 12 118 " 114 255

35 " 86 187 77 9 33 119 " 116 261

36 " 89 196 78 " 11 39 120 " 119 268

37 " 91 202 79 " 16 66 121 " 130 294

38 " 92 204 80 " 20 72 122 " 144 333

39 " 95 209 81 " 22 79 123 " 149 349

40 " 96 210 82 " 26 33 124 " 151 353

41 97 211 83 " 36 102 125 " 152 355

42 " 98 214 84 " 46 113

"C4 No " is the query number in the 424 collection.
"C14 No." is the query number in the 1400 collection.
"CSI", "CS2", and "CS3" mark the beginning of the additional queries
for the collections. CS1 consists of queries 1-75; CS2 consists of
1-'00; CS3 consists of 1-125.

Cluster-Set Queries

Table A2
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Collection Name CS1 CS2 CS3

No. of queries
in collection

75 100 125

Number of
clusters formed

/5 15 15

Items in largest
cluster (no.)

9

(1)

11

(6)

14

(5,10)

% of collection
in largest cl.

11 11 12

Items in smallest
cluster (no.)

2

(10,12)
3

(8,13,14)
4

(8,11,12)

% of collection
in smallest cl.

3 3 3

Repetition
factor*

0 0 0

*Defined as the number of total occurrences of documents or queries
throughout a clustered collection, divided by the number of distinct
items in the collection.

Results of Query Clustering

Table A3

Collection Name
.....

Cran 424 Docs

No. of documents
in collection

424

Number of
clusters formed

15

Items in largest
cluster (no.)

76

(4)

% of collection
in largest cl.

18

Items in smallest
cluster (no.)

lb

(9)

% of collection
in smallest cl.

4

Repetition
factor*

285

*See note on Table AS.

Results of Clustering the Cranfield 424
Document :dlection Using Dattola's Algorithm

Table A4



Collection Prefix 075 100 125

No. of documents
in collection

424 424 424

Number, of

clusters formed
15 15 15

Items in largest
cluster (no.)

32

(1)

85

(6)

78

(9)

% of collection
in largest cl.

19 20 18

Items in smallest
cluster (no.)

5

(10)

14

(13,14)

22

(12)

% of ccilection
in smallest cl.

1 3 5

Repetition
Factor*

113 178 272

*:See note on Table A3.

Results of Type 1 Clustering
(nnnRELxx)

Table A5

Collection Prefix 075 100 125

No. 02 documents
in collection

424 424 424

!-----
Number of

clusters formed
15 15 15

Items in largest
cluster (no.)

80

(2)

P1

(15)

85

(14)

% of collection
in largest cl.

19 19 20

Items in smallest
cluster (nr.)

It

(15)

6

(13)

11

(8)

% of collection
in smalles cl.

1 1 3

Repetition
factor*

64 76 52

*See note on Table A3.

Results of Type 2 Clustering
(nnnCCOxx)

Table A6

XIII-27
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43

Collection Prefix 075 100 125

No. of documents
in collection

424 424 424

Number of
clusters formed

15 15 15

Items 5n largest
cluster ;no.;

111

(1)

107

(6)

89

(14)

% of collection
in largest cl.

26 25 21

Items in smallest
clust?r (no.)

3

(15)

7

(13)

19

(8)

% of collection
in smallest cl.

1 2 4

Repetition
factor*

171 295 388

See note on Table A3.

Results of Type 3 Clustering
(rnnQC0xx)

Table A7
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RecallPrecision Grap s of Results
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Appendix C

The SMART System

In [14] the basic facts about the SMART system implemented at Cor-

nell University are given. At the time of its design, however, no large-

scale u:e of query clustering had been attempted, and none was planned.

Therefore, the experiment described in this report required some ad hoc

pro%ramming and some tiresome hand work. It is hoped that future experi-

menters with query clustering will benefit from the description given here

of the procedures necessary to work within this implementation of SMART

in order to carry out such wc^k.

No provision exists in SMART for performing the type of random-

number generation and author-set-maintenance described in Section 2. (This

is by n means a deficiency of the implementation since such a program is

of little uneral use.) A program was therefore written in FORTRAN to take

the information about authors of queries and produce a randumly-selected

set subject to the constraints mentioned previously. Such author information

is readily availaole.

At the beginning cf the experiment ao SMART procedure existed for

forming a subcollection of a query or document collection included within

the system. Another program was therefore written (also in FORTRAN) to

subdivide the Cranfield 424 collection's queries into the four subsets

necessary for the experiment (the test-set, and cluster-sets CS1, CS2, and

CS3). Recently, however, D. M. Murray has written an addition to the SMART

system which performs the necessary subsetting within SMART.

After creating the cluster-sets CS1, CS2, and CS3, Dattcla's algorithm

(implemented by th3 SMART prok;edure DCLSTR) was applied to these collections.
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At the same time, the Cranfield 424 documents were processed by DCLSTR.

As explained in the text, exactly 15 clusters were required in all

cases. It is a property of Dattola's algorithm that the number of clusters

produced at any time is a function of the collection used, the random seed

specified, and the number of clusters requested. It is thus not possible

to predict with accuracy how many clusters will be produced from any set

of these parameters. To obtain exactly 15 clusters of the Cranfield

document:3 it was necessary to use several attempts: cluster-set CS2

required 4 tries, cluster-set CS3 needed 7, while only CS1 was success-

fully divided into 15 clusters in just 1 attempt. A summary of these

trial-and-error processes is given in Table Cl.

Method 1 of phase 2 was implemented by keypunching the numbers

of -ft-. documents relevant to each of the queries in each cluster of CS1,

CS2, and CS3, and then sorting these three lists with a.lother specially-

written (although trivial) program, yielding a listing of the "non-loose"

documents. The corresponding loose documents were listed by hand. It

was originally assumed that methods 2 and 3 would be done by simple

SMART searches, by using the 424 documents as queries against the three

sets of centroids and the three sets cf queries. This large number of

"queries" proved unworkable in the system, and another program modifica-

tion was required.

After the definitions for all 9 cluster sets were completed, it

remained to generate 18 centroid sets, and unite these two parts of the

ultimate collections. A SMART routine called CRDCEN has as its purpose

this exact function. The experiment was delayed, however, by the

necessity to keypunch a great deal of information from the previous

tabulations. In it recommended that when a program is written to perform
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Cluster Set Attempt Seed
No. Clusters

Requested
No. Clusters

Received

CS1 1 .123+5 15 15*

CS2 1 .12345 15 12

2 .54321 15 13

3 .54321 16 14

4 .54321 17 15*

CS3 1 .12345 15 14

2 .54321 15 13

3 .12345 16 14

4 .123u5 17 14

5 .12345 18 16

6 t
.54321 18 16

7 .54321 17 15*

424 docs 1 .12345 15 11

2 .12345 18 15*

*satisfactory clusters

Parameters Used in Generating Clusters
with Dattola's Algorithm

Table el
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the required tabulation automatically,
this should be done with a view to

obtaining the data and format required by CRDCEN, the process to which the

results will eventually be passed.

Eventaully, the entire process should he made a part of the SMART

system to be invoked like any standard clustering algorithm.
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XIV. A Prototype On-Line Document Retrieval System

D. Williamson and R. Williamson

Abstract

XIV-1

A design is outlined for a SMART on-line document retrieval system,

using console initiated search and retrieval procedures. The conversational

system is described as well as the program organization.

1. Introduction

The SMART system presently contains rou-:ines for experimental, off -

line document retrieval. The experimental results obtained so far indicate

that automatic document retrieval can provide useful information for

general library users. The next logical step is the development of a suit-

able user-oriented interface providing access via on-line consoles in an

in::eractive manner.

This report describes a prototype, on-line document retrieval

system and a ,iser interface. The system wh!_ch is outlined is intended to

provide the test service possible to on-line users at a reasonable cost, but

cuile also be efficiently usod with very few modifications as a batch or

remote entry system_ While initial testing with collections of only a iew

thousand documents and less than iivo consoles is anticipated, the mecha-

nisms ur7ed are intended 'o be appli-able without revision to much larger

collections of about 500,000 documents, and up to one to two hundre6 input-

output consoles.
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2. Anticipated Computer Configuration

In order to provide adequate response times about 10 seconds for

minor inputs and about 30 seconds for responses to search commands -.a

large, high-speed computer is necessary. Document retrieval, like many

other non-numeric processes, requires a large data base of which a small, but

substantial, fraction must accessed for each query. Thus, it is necessary

to operate with large, on-line files presumably on a disk although certain

files could be placed on a data cell type device).

While a large computer is necessary to support the input-output equip-

ment, and provide reascnable resporme times, an on-line retrieval system

such as SMART, will not be able to utilize the full resources of a large

machine. First, periods cli l occur when no users wish to avail themselves

of the on-line system; and even when actual users are present, most of the

real-time of an interaction is spent waiting for user de:isions. Also,

while processing a search request, the computer may be expected to be input-

output (I-0) bound waiting for vocabularies and documents to be brought

into core.

If processing costs are to be reasonable, provision must he made

to permit non-retrieval users to process while the retrieval system is in-

active for one reason or another. The type of environTient needed is typi-

fied by many of the multi-processing and time-sharing systems available on

large machines today. With these systems, jobs are effectively allocated to

two queues: most are awaiting execution, and a few are in execution. Those

in execution share the central processor (C.P.U.), memory, and on-line

F'nvir.e devices. Each memory area and storage device is usually dedicated

to a single job. (In addition, a few devices and storage areas are normally

4 4 (I



XIV-3

reserved for the sup,rvisor -4hich is used by al:. jobs.) CPU allocation is

normally switched from one executing job to another (through the upervisor

whenever that job is blocked usually because it must await compLetion of

an I-0 transmission. System b..ocks are provided to prevent jobs fiom mono-

polizing the CPU, when no blocks occur for a certain time.

In the normal course of events, each executing job receives the

opportunity to use the CPU several times a minute. Much of the time, a

retrieval process such as SMART will be unable to utilize the opportunity

to process. However when SMART has work i:co ]u, and the information ,necessary

to Jo that wcrk is available, the CPU is normally accessible effectively

instantaneously. The reason is that the retrieval tasks will appear as

highly -0 bound jobs, which are therefore core resident for long periods

of time, and are usually high in priority for CPU access.

SMART can make efficient use of as much core storage as can be

made available. However, the retrieval routines tend to be small, and ai'e

highly overlayable; thus, the basic core area requirements are qui ,2 sma)1.

As in other typical data processing applications, the major core rt.qt: meats

in a retrieval program are for data areas in which to place I-0 buffer for

dictionaries, documents, etc. It would be most desirable if -,MAL could

obtain 100 K to 200 K cf core (possibly from a bulk core rather than from

the high speed main core) on demand, for periods of only several seconds

eQch time a request (or group of pseudo - batched requests) are processed.

This core could easily come from the system buffer pool. however, sharing

of core in this way is not a normal feature of today's operating systems;

thus, SMART will undoubtedly have to reserve an area of high-speed core for

programs (25-30 K bytes), and an area of bulk core for data (at least 50 K
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bytes however, the more care is available, the faster will normally be

the obtainable response times).

3. On-Line Document Retrieval --P. User's View

When control of a console is transferred to SMART, the remote unit

should be titled clearly to indicate to the user what basic information is

needed at each step (detailed information should be provided as 3:;ecified

by a user's manual).

If SMART is on-line at the time of console transfer, the user must

first enter such basic information as his name and account number (see

Fig. 1). After this information is accepted by SMART, the user can proceed

to ask f the exectizon of a given pror.ess. Mary processes, such as query

searches, query updates, and displays of output are available.

A. initial user will probably start with a single query search

(sich as shown in Fig. 1). In this case, he will type in his query and

then ask for a search to be done. The results will be displayed (im one

of several possible forms, such aa titles, abstracts, etc.), rnd the user

will then either get a further display of the documents, or use the results

of the search at that point.

Several types of display for retrieved documents could be used.

The volume of information included in abstracts (or full articles) is

likely to be so large that teletype display will be impractically slow;

cathoderay tube display is however quite expensive. Storage of abstracts

at the remote teiminei is an attractive alternative, with storage either on

microfiche cards or in computer

Following the retl,iev,11 of an initial set of abstracts, the query
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$PROCEED

.SMAR'i

SMART

#What is your name? -

-Joe Cornell

#What is your access code? -

-NONE

jYour access code is "MNAIZ".

#Do you wish 1:0 enter a query?

-Yes.

#Please enter your 1 th query.

#Type ''End of query." when finished.

-What articlEs are there in ...

. End of query.

#Is your query ready for analysis?-

-Yes.

A Typical User's First Query

Fig. 1
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Rank Article Correlation 1

1 60x1212 0.6708

L. E. Heilprin, Towards a Definition of
Information Science

2 45x1215 0.4472

D. Crosland, Graduate Training in
Information Science

3 03x1216 0.3828

R. L. Taylor, In information Science
Education

4 21x1209 0.3660

Personnel --An Assessment and Projection

5 43x1206 0.3651

A. M. ,lees, The Education of Science
Information Personnel A Challenge
to the Library Schools

Results of Initial Search of Query 1

Fig. 1 (continued)
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following,, the retrieval of an initial set of abstracts, tie query

author can return to the console and give the system his estil'ated relevance

decisions. Since a prime source of error in all document retrieval systems

is the discrepancy between a query author's intended query and his expressed

very, initial queries call often lye greatly improved through a process known

as relevance feedback. This process modifies the query by adding words used

in the relevant documents to the query, thus enlarging, and hopefully, im-

proving the query. To improve his query, the user would re-enter the system,

asking for a search on the original query plus relevant documents. An example

of the re-entry to use feedback is shown in Fig. 2. In this case, the user

asks to delete titles and uses only minimal replies. After the preliminary

sign on at the console, the user is asked if he wishes to submit relevancy

decisions for any active queries (in this case query 10). An indication must

then be given of these decisLons on a relevance scale from 1 to 5. After

entering the decisions, the user asks for relevance feedback, and gets the

results in a manner similar to the search results in Fig. 1.

For more experienced users, other procedures might be useful. Dic-

tionary display to help the user construct more reasonable queries is possible,

and various types of syntactic analysis can be used. The user can also alter

the searching methods used by utilizing his private search parameters instead

of the standard system parameters.

Each of the various procedures available to users reauires specific

patterns of interaction between the console and the user. Tab:e 1 contains

a tabular display of portions of a proposed console interface. Only a few

of tne procedures are traced in full, as an example oc how such an interface

would be constructed. The importance of the t& 1e lies in its overall struc-
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tune the specific wording of the messages and the division of labor itmong

table segments is of minor interest. Ii...4ever, it should be noted that

console interaction is handled in a sequential manner. Thus each user is

associated with just one pointer indicating the segment to which he is

replying.

Each table segment consists of one computer to console message inclu-

ding a possible user response, or system action. If an unanticipated response

is obtained in a basic system, the text will be repeated in tutorial mode.

In a more advanced system, special segments could be set up to handle unanti-

cipated responses in special ways.

Several responses are global in that ,hey could appear at any time

rather than in response to a specific SMART message. These are listed in

Table 1 under segment 0 (e.g. reply class shifts). The normal form cf a

response is a key phrase followed by a carriage return. Some responses can

include explicit requests for changes in parameter values at the user's

option. For those responsets which can take up more than one line, a period

terminates the response.

Some responses can contain a number of periods, and consist of more

than one line, e. g. queries. Such responses are terminated by a key phrase,

e.g. "End of query.". To eliminate problems caused by missing periods, etc.,

a user should be required to enter at ]east one character within 10 seconds

of a carriage return; otherwise the multiple line response is considered

complete. Such a rule is needed to prevent fne system from waiting for user

action while at the same time the user is expecting action b' the computer.

Each reply text uses an ampersand "#" to in4icate a mandatory carriage

return. Additional carriage returns a.'e inserted as needed by 1 console

message director depending on the number of characters per line available on a
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$ Proceed

- SMART.

No title, minimal repes.

# Name?

- Mike Lesk

# Access Code

- XAQ13

SMART XAQ13 Mike Lesk

# Relevancy decisions for active query 10?

- Yes.

# Document # 4C5 603 201 815 10004

- Decisions 3,4,3,5,1

# Abstract decisions?

- Yes.

# Relevance Feedback?

- Yes.

# Search?

- Yes, search.

Results of 3rd search of Query 10

- DONE

# Control is relinquished to the supervisor.

Proceed

Relevance Feedback

Fig. 2

4J1



specific console. A hyphen "-" indicates that thc console keyboard is un-

locked for a user response. Each quoted anticipated respc-,se, such as the

key phase rcuonses, can 1-e abbreviated by using only the capital letters

specified in the response. All anticipated responses can be typed using

any mixture of upper or lower case letters.

The contents of the 'Internal' co]umn are, for the most part,

self-explanatory. The use of the variable READY is described later but

incluc.ed in the Table for completeness. It indicates whether console inter-

action is seeded, or whether internal work is needed.

The 'Next Segment' field indicates which segment is to be considered

next. Often this is dependent on the response or the Action field. An "R"

indicates a return to whichever segment was previously considered. Each

user is assigned variables to indicate the segment he is in and the line of

text (for that segment's message) that is being transmitted. When a console

joins SMART, logical control is first set at segment 9 if SMART is on-line,

otherwise control is set at segment 1. Note that segments aboe 104 are not

included in the Table, but would be set up in the same way as other segments.

4. Console Driven Document Retrieval An Internal View

This section describes a plssible implementation of the on-line

document retrieval system presented earlier. All routines available for

batch SMART runs are usable without any reprogramming. An on-line executive

program is however needed to drive the 2(:)nsoles and the batch rontines.

A) The Internal Structure

The internal structure needed for a prototype system must satisfy

several goals. As indicated in the introduction, a prototype system must
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'Segment

lumber
Reply
Class

Messages for Consoles Anticipated Responsf
from Consoles

Internal AL:Lion Next
Segment

0 (none) "DONE" 51

(Attention Key) 'lete trans-
mission and
activate
keyboard R

"Tutorial. Replies" REPCT,S =

Tutorial R

"Short Replies" REPCLS = 'Mort R

"Minimal Replies" REPCLS =
MiniTal R

"?" or an unantici- If REPCLS = M
rated response Then REPCLS = S R

If REPCLS = S
Then REPCLS = T R

If REPCLS = T 9000

1 SMART is on-line 2

SMART is not
on-line 3

2 #SMART is already on-
line. You may Lot
initiate a duplicate
system.

51

3 #SMART is initiated. "Yes" NEWCON = Yes 3.5
Your console is the
master console.
May other consoles
attach to SMART? -

"No" NEWCON = No :3.5

3.5 (Reply Class Shift 4

Only)

a) Introductory Segments

SMART Console Interface

Table 1
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Segment
Numbel-

Reply
Class

Message for Consoles Anticipated Responses
from Consoles

Internal Action Next

Segmen

4 S

M

#What is your name?-

#Name?-

User's Name Store Name 6

6 S

M

#What is your access
code?-

#Access code?-

"None"

Access code

Assign an access
code

Verify code-OK
NOK

7

B

9900

7 Your access code
is "ACCODE".

NUMCUS(-number
of customers

ACCODE(-User's
new access code

Store access code 100

B #Welcome to SMART.

ACCODE CCOD1j-access

NAilL(-User's name
.J on file

Lines user have any
u,..nished queries?

Yes

No
2000
100

NAME

9 Ii .,.:ART is

en -AlLe

if S.L'IAI:i is

oil -line

3.5

10

10 #SMART is not now
on-line. Retrieval
will be available
(time, day).

51

a) Introductory Sewients (contd.)

SMART Console Interfa,:e

Table 1 (continued)
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Legment
Number

Reply
Class

Message for Consoles Anticipated Responses
from Consoles

Internal Action Next.

Segment

50 S Olease select one of
the following
programs...

Nuery, Analyze, Search,
Display, Feedback,
Pre-search, Search
Op.iors, Feedback
Options, Analysis
Options, Judgments,
Done.

"Done."

"Que/y."

"Analyze."

Analyze using
XYZ stra;:egy."

"Seacch."

"Search, using
XYZ strategy."

"Display."

"Feedback."

"Feedback, using
XYZ strategy

"Judgments."

"Pre-search."

"Analysis options."

"Search options."

"Feedback options."

ANALPV=XYZ

SEARPV=XYZ

FEEDPV = XYZ

51

100

500

[00

1000

100C

2000

3500

3500

330C

4000

3000

6006

7000

51 #Thank you for using
SMART

#Control is
relinquished.

READY = 0
TST = 0

Return control
of console to
supervisor

b) Central Director

SMART Console Interface

Table 1 (continued)
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Segment
Number

Reply
Class

Message for Consoles Anticipated Responses
from Consoles

Internal Action Next
Segment

100 Do you wish to enter "Yes." 101

a query?
"No." 50

101 S Please enter your MAXQUE = MAXUE
MAXQUEth query. 1- 1

#Type "End of
query." when finished.

NAVE = MAXQUE 102

M #Enter MAXQUE-th query.

10? - A line of .7. query. i Store line.

Does line end
in EOQ? YES 103

No 132

103 S #Is your query ready
for analysis?-

"Delete Query." MAXQUE. = MAXQUE
- 1

Delete query 101

M #Analyze?- "Add to Query."

"Boolean.' Does user want
to supply
Boolean Informa-
tion? YES 104

No 500

"Yes, Search." DOANAL = 1

"Yes." DOCENT = 1

DOSEAR = 1 500

'Yes, Search, using
XYZ Strategy." As above and

SEARPV = XYZ 5DC

"Yes, using XYZ
Strategy." DOANAL = 1

ANALPV = XYZ

"No." 50

5U

c) Query Text Handling

SMART Console Interface

Table i (continued)
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have the speed and ease of use of a production system, as well as the flexi-

bility and measurability cf an experimental system. A document retrieval

system must provide fast on-line service and exhaustive, inexpensive off-

line service. A typical first thought is simply to provide IWO systems

one for on-line work, and th other for off-line work. However, a single,

flexible system capable of handling both types of service is normally less

expensive to develop, operate and maintain than two separate systems, pro-

videu a scheme with the needed features can be found.

The flexibility required to provide on-line and off-line service in

a singe package is best illustrated by the differing amounts of transmitted

information. Off-line users will want, and can afford, to use large volumes

of information. Such a volume of information cannot be transmitted at low

cost to an on-line user, nor would an on-line user be able to cope with the

quantity of information of use and interest to an off-line user.

Another illustration of the needed flexibility is related to machine

storage. During off-hours, ownership of large amounts of storage for long

Lengths of time may be possible. Most on-line requests, however, will he

serviced during the Jay when others also want to use the computer. To reduce

costs, it is necessary that a minimum of computer resources be permanently

allocated to each specific task. Unfortunately, human response times are

much slower than normal computer response times when the computer is being

used for batch processing. For example, a complete off-line search for

42 queries and 1400 do-uments can be completed in less real-time than a

single cn-line query because of the slowness of human response. (Obviously,

the 42 query search requires more proccss time.)

4 5 /
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B) General Characteristics of SMART Routines

To satisfy the need for flexibility and modifiability, SMART is

programmed as a set of small, clearly defined, and well documented Fortran

subroutines. Each subroutine accomplishes one task with a minimal inter-

face with other routines. Each SMART routine lies in a distinct class

depending on the am-unt of structure in the data used or manipulated. On

the bottom of the pyramid are the I-0 routines and the MOVE routines

(which move sets of sequential locations from one place to another). These

routines "kncw" only the length and origin of the fields with which they

deal.

Next in the hierarchy are routines which deal with the various kind

of vectors. SMART uses several kinds of vectors, all consisting of a

"head" indicating the length of the vector followed by information in

double words. In the case of concept vectors, these double words contain

concepts and weights; in the case of result vectors, the first word contains

the document number and rank retrieved (each in half words), and the corre-

lation of the document with the query. The routines that deal pith these

vectors "know" the internal structure of the vectors. Some examples of

this class of routine are LSTCON, which prints the contents of a concept

vector, and RESULT, which prints the contents of a vector of document-query

correlations.

Above this level are routines which d :al with groups of vectors.

These are the routines which know that many queries exist in the system.

Typical of these routines is BLOCK, which combines the result vectors for the

several iterations of one query during a hatch run, and gies the combination,

one query at a time, to RESULT.

4 5 o
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At the top to the entire pyramid are the routines EXEC and ONLINE.

EXEC is a card-controlled driver for the system. It is normally used for

batch experimental work and jobs typically done off-line, such as the

addition of new text and centroid generation. ONLINE is normally used to

control on-line document retrieval. A partial tree of SMMT routines

showing this structure -joilows in Fig 3.

C) Pseudo-Batching

Basic to an understanding of the mechanism proposed for document

retrieval is the idea cr:c pseudo-hatching. In any reasonable hatch-pro-

cessing document retrieval system, a large number of queries are handled

in parallel. This serves to reduce the fixed overhead per query to a

fraction of the total overhead. So long as the increased expense of dealing

with several queries is kept small, there is e net gain in effectiveness

per unit cost.

A basic problem in an on-line document retrieval system is that

each search passes through different stages with different requirements.

This presents problems because of the multiplicity of distinct programs

which may to required, as well as the input-output problems. If each query

is multi-programmed with other queries, severe competition for resources

would result. One query v;oulrA need document files, another dictionaries, and

yet another would require text files. A complicated scheduling algorithm

would be required to untangle the requirements for file access facilities

and storage space; this would increase overhead costs sharply.

In an on-line system where many users individually through

the f,ame se-, of routines and files, a much better utilization of resources

results by batching the incoming queries. If the system processes only

4 .5
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Master
Control
Routines

Routines
Needing
Lxternel
Inputs

Routines
Handling
Batched

SE RCH

Routines
Handling
Dope
Vectors

Routines
Handling
Material
Within
Vectors

ySETUP

411(-
.A

MODBAT COR.,AT

(various othor
routi

/

es)

nFITM

EXEC

ONLINE

CYCLE

BLOCK

INNER

LOCITM

RE ND

V
RESULT

CONSOLE

DISPLA

FUTCOL

V
CONSIN

LOCITM

READ

MOVE

Stru".ture of SMART Routines

Fig. 3
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those queries available at the start of a (twenty second) cycle, competi-

tion for resources is eliminated. Each query would then take thirty

seconds on the average; twenty seconds of actual processing and ten

seconds of waiting.

Many advantages can be accrued to the overall system and thus to the

user by the hatching of queries. Of greatest importance is the resulting

lack of competition for different files or for space to store them. Secondly,

each query has an apparent overhead considerably less than it would have

if it nere the only query to use a file at a given time. Obviously, lower

overhead means lower cost.

D) Attaching Consoles to SMART

Since one can assume that consoles will not be continuously dedi-

cated to a document retrieval system, at least in an experimental environment,

provision must he made for transfer of control of a console from the computer

supervisor to SMART. If SMART is core-resident and a specific console is

wanted for SMART, the process is as simple as obtaining additional disk space

or more core. However, it is desirable that a user be able to go to any

available, supervisor-controlled console, and that the console be transferred

to SMART at the user's initiation. Under such circt-nstances, the possibility

also exists that SMART is not available on -lira some given time. Naturally,

the problems and cost of serving additional users are far less when SMART is

already on-line than when SMART must be started for the first user. Since

SMART wishes to permit anyone to utilize the document retrieval system,

prevision must he made to prevent the occurrence of unreasonable expenses.

One obviously unreasonable expense is the improper activation of SMART.

Another problem Is the need to keep to a minimum the actions which the

46 A.
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typical, nor.- computer oriented user must carry out to use the SMART .;ystem

on-line,

For these reasons SMART could include a smell routine that is con-

tinuously a part of the supervisor. Normally, after a user has activated

a console (e.g. by dialing the cor:puter if telephcne lines are used), the

computer expects the name and account number of the user (in order to pre-

vent unauthorized usage). The user may then enter simply the word "SMART".

This w_111 cause the execution of a program called SMTLATCH which is supplied

with the "name" of the console presently wanting SMART. This code will

"know" whether SMART is on-line or not.

If SMART is not on-line an appropriate response is made. (An

example is presented in Fig. 4.) If SMART is on-line, the console number

of the new user will be made available to the normal SMART programs and a

flag will be set indicating that a new console needs to be attached. When

SMART regains use of the computer, the supervisor can be requested to

transfer control of that console to SMART.

(Dial computer and press carriage return.)

#Proceed.

%SMART.

$SMART will be available next at 3 p.m.
Tuesday, October 4, 1968.

#Proceed.

96

Console Response to a Request for SMART
When SMART is not On-line

Fig.
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E) Console Handling The Supervisor Interface

SMART will not need to worry about physical control of the consoles.

Rather SMART provides a routine which the supervisor Qan call whenever a new

line is available from a console. The console keyboard is then locked (i.e.

nothing m.re can be typed by the user) until SMART allc:ates space for a

new line somewhere in a SMART section of memory and so tells the supervisor.

Alternatively, :it this; time, SMART can transmit a line to the console. Nor-

mally the console keyboard will be freed fast enough (if multi-line input

is anticipated) so that the user will be unaware of the keyboard evar being

locked.

When SMART wishes to write on a console (which includes unlocking

the console keyboard), a call to the supervisor is made with the location

of a message and the name of specific console on which the message is to

appear. If the keyboard of that console is lucked, the message is immediately

transmitted. If the keyboard is not locket, the transmission is refused and

SMART will have to lock the kevboar.71 fir3t and accept whatever message was

transmitted. (On the equipment presently available the console cannot be

locked; on]y the user can lock the keyboard by pressing "Attention" or

"Carriage Return"; the system must therefore wait for user action.)

F) Parameter Vectors

As each enquirer is introduced tc SMART, he is associated with a

user vector that contains pointers to parameter vectors. These vectors are

filled with information taken from control cards during a batch processing

run, or from a default vector for new on-line users-, cr from personal para-

meter vectors. These parameters supply values needed to control the action

of the re6rievel routines. Each user may define his own personal parameter

vectors which can be saved for use on many searches.
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G) The Flow of Control

The flow of batched queries is comparatively simple compared to

than of on-line queries. Although batched and on-line queries use different

means to fill parameter vectors, and take different action with respect to

the output of most routines, these differences are unimportant.

The nanner of introducing an on-line user has already been descriLed.

(A: far as SMART is concernec, a user and the console he is then using are

equivalent in all ways. Thus, wherever the word ',:onsle' appears, the

word 'user' could be substituted.)

The on-line control program consists of two logically distinct

routines. CONSOL handles physical communications with the consoles on an

interrupt basis (i.e in real-time). CYCLE handles the use of core and the

large system files by cycling among them, satisfying users as it can.

Logical control of each console shifts between CONSOL and CYCLE.

The SMART On-line Console Control Block (SOCCB) indicates at any

given instant which routine is logically in command of a console. The

SOCCB synchronize the real-time routine CONSOL with the process-time

routine CYCLE. The RLADY flag assocated with each console takes on certain

'values if the console is awaiting completion of a task done by CYCLE. When

CYCLE is finished, the READY key is changed. Since the ke- is changed,

CONSUL can recognize that it should proceed with that console.

Testing READY flags (for up to 256 consoles) is accomplished by a

single instruction (Translate and TEST --TRT) using a 256 byte array. Since

the test is fast, it can be carried out frequently by h-th CONSOL and CYCLE.

For example, after sending each line of a message to one console, CONSOL can

test to see if any other console require:; service for a single line. If so,
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the servicing of the one console with a series of lines is terminated, and

consoles with single-line needs are handled. CONSOL then returns to

the multi-line message and finishes. CYCLE uses the speed of the TRT

instruction to locate those queries needing a specific process. After

each CYCLE driven routine finishes with a batch of queries, the table can

be scanned to see if, in the meantime, any other queries now need that same

process. Some routines which can be logically divided into two parts, one

essentially in core and the other necessitating file accessing, could be

programmed to check for "latecomers" to speed up overall response without

losing the advantages of cycling.

For a list of typical READY flags see Table 2.

H) Timing Considerations

In order for the type of organization presented to be acceptable

to non-SMART users of the computer, two timing considerations are paramount.

First the CONSOL routine must be assigned highest priority by the supervisor,

since it must respond to on-line signals. CYCLE is ;issigned the second

highest priority. This implies that if CYCLE is free to perform work, the

CPU is taken away from any other executing program (except CONSOL and the

supervisor itself). Normally, however, CYCLE is I-0 bound. While CYCLE is

waiting for Deeded information from noncore resident files, and when CYCLE

has no work to do, the CPU is able to do the work of other customers.

Thus, CONSOL mtst have available everything it needs to work and

CYCLE must contain no wait loops of any size. If information is not available,

the supervisor must be given control until the required information is

available.
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Non -SMART Programs

Supervisor 1

ICONSOL

L CYCLE

_Console _1 _ ]

Console 2 I

Console 3

Buffers [4..--4,1- Console 256 J

' User Parameter. Vectors j

pi_ User Histories 4

SMART Statistics j

SMART On-Line
Console Control Block

TST Console
Number

User

Vector
READY

Flag

255

25!)

o

255

0

45

12

0

a.

0

3408

3479
0

2202

0

34

34

0

4

0

Pre-search Display 14_1_ H.R. Vocabulary

L Text Cracking J Vocabularies I

L centrold Searching j411__I Centroid Concept
L Vectors

Document Searching j FDocument Concept

iVectrs

Post - search Display jit.. H.R. Text

Query Update -J Document Concept
L Vectors

Legend: Core-resident

46b

Auxiliary H.R. Human Readable

SMART On-line Control Logic

Fig. 5
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Routine
Needed

READY Meaning

(NONE)

CONSOL

(NONE)

CONSOL

(NONE)

CONSOL

CYCLE

CONSOL

CYCLE

CYCLE

CONSOL

CONSOL

CYCLE

CYCLE

CONSOL

CONSOL

CYCLE

CYCLE

CONSOL

CONSOL

0

1

2

3

4

5

6

7

20

21

22

23

24

2r

26

27

40

41

42

43

Unused slot.

Newly arrived console, no assigned user vector.

Console keyboard unlocked for user transmission.

Console keyboard locked by receipt of a user
transmission.

One line message going to console.

Console keyboard locked further lines are needed.

Allocate core.

Core Allocated.

Crack text.

Cracking text.

Text cracked.

Notifying user.

Set-up pre-search display.

Setting-up pre-search display.

Pre-search Cisplay setup.

Displaying to user.

Search centroid tree.

Searching centroid tree.

Centroid tree searched.

Informing user of results of tree search.

READY Flags

Table 2
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I) Noncore Resident Files

Before going into CONSOL and CYCLE in detail each of the files used by

SMART is introduced briefly. The varicws logical segments of core are then

similarly defined to provide a reference and to eliminate detailed descriptions

within succeeding sections.

SMART files can be divided into three distinct classes those used

by CYCLE, those used by CONSOL, and the consoles themselves. The console

files are basically standard sequential files, with, however, an unpredictable

access time. Like sequential files, records are read (or written) one-at-a-time

and in linear order. There is, of course, no backspacing, rereading or over-

writing.

CONSOL deals with three files of a more familiar nature. The

'SMART Statistics File' is a sequential, write-only file on which is placed

information to enable evaluation of SMART's performance by supervisory

staff. Information such as observed user and SMART response times, and

statistics on query authors using the system might be kept.

The 'User History File' retains information about unfinished queries

on an individual user basis. For each user, such information as the number

of queries he has submitted to the system, the number still active, and ac-

counting information may be kept. For each active query, a record is kept

of the text of the original query, and of the last active concept vector

for that query. Perhaps, a list of additional documents, unseen by the user,

should be kept to try to forestall a complete lack of positive feedback. In

this manner costs could be kept reasonably low for a majority o5 users by not

:showing many'documents except when necessary. One might also want to keep

some type of record of the searched centroid tree so that "obviously" unsuitable
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tree nodes would not h_ve be reconsidered during relevance feedbtck.

The 'User Parameter tor Pile' con:lc.s user parameter vectors.

Each user can have several di :ent parameter vectors (with distinct names)

for different purposes. The or ciscn for separating this file from the

previous file is that this file is ntially a read-only file, whereas

the previous file is updated with eve/., access. It is anticipated

that the directory for this file would be one L,3Pt of the preceding file.

The files used by CYCLE-called routines are of two distinct types

human readable ?*id machine readable. The human readable files contain

information suitable for display to normal users at consoles. The other

files are however organized for maximum speed of access and minimum space

for storage of information used solely by SMART. A complete system mus-

have human readable files the vocabulary aid files and the source text

files. Vocabulary aid files contain thesaurus expansions, hierarchies,

frequency lists, etc. Source texts contain titles and abstracts of docu-

ments in a form suitable for on-line display. Normally vocabulary aids are

used prior to a search and texts after a search.

There are three machine-readable classes of files .- vocabulary files,

files of centroid concept vectors, and files of document concept vectors.

Vocabulary files contain the information needed to quickly unde stand input

text (i.e. to convert raw text into sta,-.Jard concept vector). The

other two files contain, respectively, files of centroid concept vectors

and files of document concept vectors. The separation of centroid and

document concept vectors into two distinct files is dictated by the relative

size; of the two files. Commonly, a centroid has over 10 sons: thus a

centroid tree for a file of 1C0,000 document would contain less than
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9,000 nodes. In most situations, the centroids could ba accessed faster

as a separate data set because of their smaller volume.

There also exists a file which contains the programs called by CYCLE.

In order to further conserve space, it may be desirable that these mutually

exclusive routines be overlayed during execution.

J) Core Resident Files

Seven types of core resident files are used by SMART. They have dif-

fering typical lifetimes, lengths, sources, and destinations. Because of

their differing lifetimes, `hey are allocated from different pools of avail-

able core. This minimizes a serious tendency to fragment core and eliminates

a need for dynamic relocation of in-core files. By permitting the system

to obtain variable amounts of core, SMART is able to work in 50 K or 500 K,

albeit with grossly different response times and CPU utilization VC es.

The first file is the previously mentioned SMART On-line Console

Control Block (SOCCB). This block is the key to the entire control of the

on-line system and is, therefore, described in detail in the next section.

The size of the SOCCB is fixed when SMART is initiated by the number of

consoles to be accepted on-line at one time. This block is retained

until SMART goes off-line.

Each user is ass2gned a user vector. This block is of fixed length

and is retained as 1,7ng al; the user is on-line. The user vector contains

pointers to the locations of dynamic fields 'owned" by the given console.

These fields include parameter vectors, buffers and correlation vectors.

The user vector is accessed only by CONSOL and CYCLE.

The parameter vectors contain values for variables used to control

the various routines. Fach routine needs its own parameter vector. There
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exists a standard default parameter for every routine, and these stindurd

vectors are core-resident for the life of a given invocation of SMART. Any

user vector can point to one of these default vectors; however, no user

can change values in the default vectors. If a user wishes to change any

values, space is allocated for his own individual parameter vector for each

routine the user wishes to control in a non-standard fashion. A user may

name his parameter vectors in order to re-use them easily. An individual

parameter vector is coreresident only for the duration of the process

which that vector controls.

Buffers contain a line or a track of information. They typically

have a short lifetime, and the space occupied by the buffers is reutilized

at a high rate. Buffers to or from a single file can be linked while in-

core. These vectors constitute the majority of core needed by SMART. In

some cases, it may be desirable to keep some buffers in core in anticipa-

tion of repeated use. If sufficient core is available, this can be doze.

However, this in-core saving of a buffer is unknown to all routines except

to the buffer manager. This permits a routine to use 50 K of 500 K bytes

without any internal knowledge. Only the response times to requests for a

buffer will differ depending cn the amount of core utilized.

The concept vectors constitute the output of the routines converting

text into concept vectors, and of the query update routines. These vectors

are much shorter than the text they represent, and they can be more easily

utilized for search purposes. Only one concept vector per user need be

kept in core and the con:ept vector supplants the buffers containing the

original query.

Specificatixi and correlation vectors contain the names of individual

centroids or of documents to be natchea wit] a query, and later, the corre-
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lations with those items. The life of these vectors is short but the coma

requirements for a single query can be determined only dynamically.

Result vectors are shortened correlation vectors. They are used by

CONSOL to pass information to the consoles.

5. CONSOL --A Detailed Look

Once the overall structure of the proposed on-line system is under-

stood and the contents of the various files in understood, a detailed expla-

nation of the operation of the two major routines becomes straightforward.

CONSOL will be considered first since it is first logically. Before

going into the routine itself, the SMART on-line console control block

(SOCCE) is described:

A) Competition for Core

It is possible that one user may finish a line and the interrupt-

called supervisor can start CONSOL, while a second user can finish his line

before CONSOL finishes with the first user. The second user's finish would

cause the supervisor to start CONSOL again. A routine like CONSOL is called

reentrant if several different processes (users) can simultaneously execute

it. On a single CPU machine like Cornell's 360/65 the simultaneity is apparent

and due to interrupts. Ecwever, on a multiple CPU machine the sumultaneity

could be real. In both cases the problem is the same: no process can know

if another process is also executing the same code. The requirement is that

no "edition" of a reentrant routine can change core locations possib:y known

to another "edition" of that routine. If the reentrant routine must obtain

additional core, the same problem exists two editions may try to take the

same space. A similar problem arises b,:tween CONSOL and CYCLE: CYCLE could

4 74



XIV-31

be claiming an area of co,:e while at the same time CONSO decides to use

that same area.

In order to prevent destructive competition for ownership of resources,

the 360 provides a single instruction which locks a resource as it tests

that resource for availability. The instruction is called Test and Set

(TST). Basically TST sets a byte non-zero and sets the condition code to

zero or non-zero as the previous contents of the byte were zero or non-

zero in one inseparable step. (The TST instruction is outlined in Fig.

6).

B) The SMART On-line Console Control Block

The SMART On-line Console Control Block (SOCCB) shown in Fig. 5 holds

four items for each active user. The ma,zimum number of consoles that can be

on-line at one time is decided when SMART is first entered; MAXUSERS contains

this number. The fields marked TST and READY (in Fig. 5) are each vectors

of "MAXUSERS" consecutive bytes. The TST field contains zero if that parti-

cular line is unused. When a line is reserved for a particular console, the

TST field is set non-zero. The Console Number field contains the super-

visor number for a console and the User Vector field contains the location

of the user vector for that console.

TST LOCK (Instruction) Before
Execution

After
Execution

Case

Case

1

2

Location LOCK

Condition Code

Location LOCK

Condition Ccde

0

-

255

-

255

zero

255

non-zero

The Test and Set Instruction (TST)
as Applied to the Location Named LOCK

Fig. 6
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C) The READY Flag and the TRT Instruction

The READY field contains one of 256 eluivalent :lags. Each flag (value)

indicates what process is then needed by that user. Typical values are

given in Table 2. To understand the value of the vector, one needs to under-

stand the Translate and Test (TRT) instruction. This instruction considers

two read-only vectors. The first vector is the vector of READY values; the

second contains a table of 256 bytes. This last table contains zero bytes

except ill those bytes whose address (relative to the first byte of the table)

is the same a, a READY value which must be tested. The TRT instruction takes

bytes from the first vector, one-at-a-time, and looks at the table entry

corresponding to the value of that byte. If the object byte is zero, the

next READY value is considered; if the object byte is non-zero, the instruc-

tion ceases with that object byte and the location of the source byte is

made available. If no byte stopped the instruction, that fact is so indi-

cated. If the instruction is stopped by a non-zero object byte, the

registers used by the instruction are left in a condition such that the

instruction can be reexecuted for the remaining bytes in the source vector.

A pictoria2 explanation of the TRT instruction is given in Appendix 1.

For internal convenience, READY values are often assigned in blocks

each block associated with a given process. Most processes can be divided

into four phases: unconsidered by CYCLE, being considered by CYCLE, uncon-

sidered by CONSOL, and being considered by CONSOL. Some READY values

appearirg in Table 2 show this assignment.

D) The Routines LATCH, CONSIN, and CONSOT

When a person types "SMART" on a console, the supervisor transfers

control to SMTLATCH. SMTLATCH interrogates the variable SMTOPEN. If SMTOPEN
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is zero, SMTMSG (containing the appropriate message) is sent out to the

calling console. If SMTOPEN is non-zero, control is transferred to (the

location contained in) SMTOPEN. SMTLATCH, including SMTOPEN and SMTMSG,

is always available to the supervisor as a standard supervisor process.

Since SMTLATCH takes only 96 bytes, it can be kept constantly core-resident.

The first routine called when SMART is started in the standard

manner is (ONLINE) which imierts the location of the routine LATCH at

SMTOPEN. When SMART no longer wishes to accommodate new users, the

routine OFFLINE updates SMTMSG to indicate the next scheduled time for

on-line document retrieval; fnally, SMTOPEN is set to zero. Consoles

active in the system can still be accommodated in any suitable manner.

When LATCH is called, an unused row is located in tLe SMART

On-line Console Control Block (SOCCB) using the TST to iusure that the

selected row is indeed available. LATCH then changes READY for that row

to 1 (from 0) and stores the name of the console in the SOCCB. If CONSOL

is running, LATCH simplj returns to the supervisor (which will restart

CONSOL where CONSOL was intern-fed). If CONSOL is not ruining, LATCH

causes the supervisor to mark CONSOL as runnable. LATCH then returns to

the supervisor. The new console will Le noted in due course by a TRT

in CONSOL.

Routine CONSIN is similar to LATCH; when a console is released to

a user, the supervisor needs the name of a routine to call when the trans-

mission from the user is complete as well as a place to put the transmission.

CONSIN is that routine. The supervisor tells CONSIN the name of the console

which interrupted; COUSIN then changes the READY flag for the console (from

2) to 3 and insures that CONSOL is running.
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To minimize over-all response times only on line will be set ip

for transmission to a console if another console also needs service. If a

console needs several lines, but only one is transmitted, CONSOL will have

to prepare other lines at a later time. To do this on an interrupt basis,

routine CONSOT is called by the supervisor after transr _sion of a line to

a console if that console requires more information.

All of these routines consist of fewer than a hundred instructions

and take less than a millisecond to execute. Fast response to the changes

made in the READY table is insured, since CONSOL tests the flags after each

line of a transmission is complete. The test for a console needing attention

is less than fifteen microseconds if no console needs attention (assuming

ten on -line consoles). Since the test is so fast, frequent repetition is

not expensive.

E) CONSOL as a Traffic Controller

In basic terms, CONSOL uses the 7RT instruction to select a console

which has a need and then satisfies the needs of that ..-:onsole at least

temporarily. CONSOL then uses the TRT again to select another console.

Eventually all console needs will be satisfied and CONSOL will retire to

permit other processes to use the CPU; one of these processes will most

likely be CYCLE. When CYCLE has completed a request for a user, or a set

of requests, CYCL. 'ill ask the supervisor to restart CONSOL, and, by so

doing, suspend itself in real-time (but not in process-time). Alternatively,

the completion of a user line at a console will result in an interrupt

initiaced call to CONSIN or LATCH which can wake-up CONSOL. Effectively

then, CONSOL uses the TRT instruction to facilitate a traffic direction

problem.
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It is apparent from a scan of various p.ssible needs that some

are more urgent than others. For CONSOL, however, needs are satisfied so

quickly that the arbitrary seiection of the console ir;.ghest in the SOCCB is

adequate. CONSOL works so fast that ever if the 256 u_ers were on-line and

all had a need at the same instant, and the fir's't user were serviced first,

the last user would be satisfied before the transmission to the first use-r,

was complete. In actuality, in most cases, only one user will need service

at any given time. The obvious ex,:eption to this is after CYCLE completes

a task at that time, several consoles will need transmissions. It is

immaterial, however, which console is satisfied first, since all consoles

will be satisfied by CONSOL in much less time that was taken by CYCLE.

F) A Detailed View of CYCLE

contrast to CONSOL, CYCLE follows a strict pattern in .. siding

what to du. Like CONSOL, CYCLE uses the TRT instruction but CYCLE decides

what proce!is to do first. Then it sees which consoles need that process.

If no console needs that process, CYCLE tries the next process in its list

of processes. To permit on-line access to more than one collection for

test pia-poses, or access by sop'istLcated 1:7,ers with special neee.s, eac.i

process is run for all consoles that reques-: one collection and then for

all consoles that require another collection. This is illustrated in

Fig. 9.

Sony objact processes started by CYCLE are standard programs

user for batch experimentation, text cracking, centroii tree searching,

document cc-relation, and query redefinition. The processes unique to the

on =line system divide into two classes those that access files for the

,--er and those that service CONSOL. There ara Irescntly tw) progrars of
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the first type: to dispLay pre-search information, e.g. thesaurus cate-

gories, and to display post-search material, o.g. abstracts. Since CONSOL

operates on an interrupt basis, it cannot allocate resources for itself.

However, CONSUL does need to be able to obtain core storage space on de-

mand. To provide this, CYCLE can be asked to allocate storage for a console

and return control to CYCLE.

From the flcwchart for CYCLE shown in Fig. 9, it can he .peen that

CYCLE restarts CONL,OL without testing if CONSOL is running. This is

possible since CYCLE can use the CPU only when CONSOL is inactive.

6. Summary

On-line information retrieval is implemented by two co routines,

CONSOL an0 CYCLE. The former operates in the real-time of the ,:cnsole user

providing rapid response; the latter in the procesE:-time inherent in ny

routine which needs to dC'".:CSS auxiliary storage providing radistic costs

for work done. The two routines communicate through a sIngle area of

mutually known core.

This system should prove adequate for both experimentation and real-

time use in a library, for both the novice user and the sophisticated

researcher with the complex problem.
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Appendix

TRT READY, TABLEn (Instruction image, n=1, 2, 3 or 41

Location:

Contents:

READY + 0 1

5 4

2

3

3 4 5

4 2 0

5 7 8

0 0 1

Location:

Contents:

TABLE1 + u 1

0 0

2

0

3 4

6 0

5 6

0 0

Location:

Contents:

TABLE2 + 0 1

0 0

2

0

3 4

0 9

5 6

0 0

Location:

Contents:

TABLE3 + 0 1

0 2

2

3

3 4

0 0

5 6

0 0

--,

Location:

Contents:

TABLE4 + 0 1

0 8

2

0

3 4

0 0

5 6

0 0

Execution: 1st 2nd 3pd

Register: 0 1 cc 0 1 cc cc

n

1

2

3

4

6 (READY)+2

9 (READY)+1

3 (READY)+4

E (READY)+6

1

1

1

2

9 (READY)+3

2 (READY)+6

0

1

1

0

0

(READY) means the address of READY ;cc = condition code

The Effects of the Translate and Test Instruction (TRT)
When the Vector READY is Entered Against several Tables



XV. Template Analysis in a Conversational System

S. F. Weiss

Abstract

XV-1

This study presents a discussion of natural language

conversational systems. The use of natural language rather than

fixed format input in such a system makes possible the imple-

mentation of a natural dialogue system, and renders the system

avai2able to a wide range of users. A set of goals for such

a system is presented. These include the provision of fast

responses, usable by all levels of users, and the use of intel-

lectual aids such as tutorials.

An experimental conversational system which meets these

goals is implemented using a template analysis process. Tem-

plate analysis is used not only to analyze natural language

input, but also to control the overall operation of the process.

Experiments with a number of users show that the system is easy

to utilize and provides accurate analyses. A detailed discus-

sion of both user and system performance is presented.

Motivation

Programs and data are normally entered into a computer in

a batch processing mode. However, the recent trend in computer

system design has been toward the development of large time

shared systems which give a number of users simultaneous on-line

access to the computer. This makes possible the implementation

48



XV -2

of conversational programs which permit real-time man-machine

dialogues. Such conversational oregrams are both useful and

necessary to cope with the ever expanding complexity of com-

puterized data processing tasks. Consider for example, an on-

line programming language such as APL. The ability to test

amd debug a program on-line is an aid to the programmer. Errors

are more easily located and may ba corrLcted immediately. In

addition, on-line data entry allows the programmer to adjust

parameters and data while the program is running in order to

gct the desired results.

Conversational programs are also useful in all forms of

language processing and expecially in information retrieval.

Consider for example a case in which a natural language analysis

program encounters an unresolvable ambiguity. In the batch

mode, the program would be forced either to give up or to

proceed using the multiple interpretations. But ii a conver-

sational mode, the system can ask the user for clarification

and then proceed with perfect information as is shown !n the

example in Fig. 1.

U: TYPE 2 GRAMMARS

S: YOU HAVE USED TYPE AMBIGUOUSLY. PLEASE SPECIFY:

A. PRINTING

B. VARIETY

U: B

S: PROCEED

User Disambiguation

Fig. 1
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In information retrieval the applicability of conversational

programs is very broad. It is the onl :i way to nake the retrieval

operation fast enough for practical use. In addition it permits

the user to see results immediately and adjust nis query and

other search parameters to tailor the performance to his exact

needs. The conversational mode is also the best framework in

which to implement the relevance feedback process [11,241.

I general the conversational facility is an extremely powerful

information retrieval tool.

Section 2 of this study discusses some existing on-line

systems. Most of them require a fixed format input. But the

current trend in information processing is toward natural

language input. Not on:y does this permit the treatment of

documents and queries in their original form, but it also makes

the or,-line facility available to a broal spectrum of potential

users. This is especially important since on-line systems

permit remote access from places such as libraries and schools

which cite not inhabited strictly by computer people. This

study discusses conversational systems in general and presents

a natural language facility for information retrieval.

There are four basic goals which any such natural language

conversational system E,hould meet. First, the system obviously

must accept natural language input. Second, it must provide

fast response. Users tend to become impatient if the delay

between the submiscion of a command and the system's response

exc,!eds more than a fsw seconds. Third, the system should be

usable by all levels of users. Inexperienced users shuule, be
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able to perform useful work. At the same time the system must

not hamper the expert with excessive verbosity and unwanted

material. And finally, the system should provide some intellec-

tual aids such as tutorials and prompts which can help the user

conduct a useful dialogue.

2. Some Existing Conversational Systems

Many conversational systems are cutrently in operation.

Most are part of a larger implementation such as an information

retrieval system. Put a few such as ELIZA are designed solely

to perform conversation. The major differences among the conver-

sational aspects of the various systems is in the amount of man-

machine interaction permitted. In some systems the on-line

input is not far removed from batch input and the user has little

control over the running of the process. At the other extreme

are systems in which the user is directly linked to the process

and is continuously in command of program operation. The dis-

cussion of on-line systems presented below is roughly in order

of increasing complexity of cialogue.

The most basic type of conversation consists of a simple

user input which results in some appropriate system action being

perfcrmed. RECON (1b), DIALOG II 12)), TIP (15), and AUTONOTE

(22) are representative of this type of conversation. In

RECON for example, the user presses a button which indicates

the desired operation and then types the operands on the con-

sole. In the other systems the user types the operator name

followed by operands. Thus all these processes require a fixed
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input format. In addition, should the user become lost or

confused, the systems cannot supply any intellectual aid to help

him out. One type of user aid, the tutorial, is a feature of

the AUDACIOUS system [2]. fn addition to the normal operator-

operand commands like those aboie, AUDACIOUS permits two special

commands: HELP and PUNT. In response to these, the system

produces a tutorial tiessage appropriate to ti,e user's position

in the dialogue. In this way the confused user can receive help.

A second type of intellectual aid is the prompt. SPIRES

[211 is an example of a system which uses the prcmptirg feature.

Unlike tutors -ls, prompts are presorted without user request.

Their purpose is to indicate to the user what type of infor-

mation is to be specified in the current: input. However, since

promptc are presented without a user request, they can sometimes

be a nuisance to the expert user. All the conversational systems

presented thus far share two attributes. First, they all require

fixed form input. And second, they are all information retrieval

systems and hence the conversational operation was not the prime

consideration in their development. The systems discussed

in the next few paragraphs are designed basically to conduct

conversation in natural language.

Probably the most. famous natural language conversational

system in Weizenbaum's FLIZA [34]. The program conducts a

coherent dialogue with the user much like that between a psy-

chotherapist and his patient. Inputs are searched for the

presence of certain keywords and structures. These indicate

ae type of output appropriate to the input. For each input
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form there is more than one allowable response. ELIZA cycles

through this set thus r/iminating repetition and producing a

more realistic looking conversation. The approach to conver-

sation used in the system presented later in this study is similar

to the ELIZA concept.

Another area of usefulness for conversational capabilities

is in conuuter assisted instruction. One such conversational

CAI system is Bolt's Socratic Instruction [6]. Its operation

is basically an extension of the techniques outlined for ELIZA.

Like ELIZA, the Socratic Instructor uses the user position in

the dialogue long with the input to determine the proper res-

ponse. In addition, the Socratic Instructor remembers all pre-

vious user inputs and dialogue points. These are also used in

output determination.

Most conversational systems in existence today are imple-

mented by basically ad hoc programming methods. This is not

unusual for a fairly new area such as conversational programs.

However, as on-line systems become more common, higher level

implet,entation procesrrs must be developed. One such process

already existence is the LYRIC system developed by Si'vern

[26]. This is a programming language for describing conversa-

tional CAI programs. With processes such as this the con-

versational implementer is relieved of some cf the ugly program-

ming details in mach the same way as a compiler-compiler aids

the systems programmer.

The conversational systems presented here '- no means consti-

tute the complete set. They are, however, rt Jentative of
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most systems. It appears that systems such as TIP and SPIRES

which perform efficient on-line information retrieval require

highly structured input format. On the other hand those such

as ELIZA which permit natural language input have a very weak

concept of understanding. It would be desirable to develop

a system which combines tie best attributes of both; that is,

a fast and accurate information system which allows natural

language input. This is the topic of the followin3 sections.

3. Goals for a Proposed Conversational System

This section discusses the design considerations that go

into the development of a new conversational information re-

trieval system. Some elements of the new drawn

from existing facilities while others are nee,. Ine primary

goal of this system is to allow a user to cond,ct a natural

language dialogue with the system. The oely limitation is that

the input be restricted to an information retrieval context.

Not only should the user be allowed to specify natural language

commands, but also there should he no restriction on the number

of commands per line as there are in most other conversational

systems. An input such as

USE THE COSINE CORRELATION ON THE CXANFIFLD

COLLECTION.

should be perfectly legal. Of course there may be some input:-

for which natural language is impossible or impractical and a

fixed format input must be used. For example, the user should

be required to specify a fixed form "SIGNCFP" in order to
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prevent accidental termination cf the conversation. But these

formatted inputs should be kept to a minimum. Another goal for

this system is to be able to resolve automatically ambiguities

occw:rring in the user's input. In addition the system must meet

the requirements specified in section 1. These include providing

fast response, being usable by all levels of users, and providing

intellectual aids such as tutorials and prompting.

This proposal makes demands on the user as well as the

system. First, the basis For learning the system is a manual.

It would be aesthetical1.y pleasing to allow the system itself

to contain a computer aided instruction facility (CAI) which

would make the system completely self-contained. Unfortunately

this is impractical. Successful CAI requires concentrated and

frequent exposure .o the teaching medium. It appears that the

typical information retrieval user dialogue will be both brief

and fairly infrequent. Also, trying to teach the user at the

console unnecessarily ties up the facilities. Thus an off-

line approach to learning the system seems more reasonable.

While no CAI facility is provide , the system should offer a

prompting option by which a us,e can be led step by step, through

a simple retrieval process. In this way the ' ;, =et stay learn

something about the system while actually performing useful

retrieval work. The user's m7.nual for his system L, divided

into several sections. Each deals with system use in progres-

sively greater detail. A user need only read those art which

satisfy his perticular need. A casual tter ..Ito wants only simple

retrieval operations using system defaults, has to read only a

eUi
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few pages. And the prompting facility can be used with only

a paragraph or so of instruction.

Another user problem that must be treated is the separation

of novices and experts. As is often the case, conversational

systems are handled by users with widely varying degrees of

expertness. The system should neither hamper the expert with

excessive verbosity nor hinder the novice with obscure and terse

responses. Some systems compromise and use a "middle of the

road" approach, but this satisfies no one. Other systems have

multiple sets of dialogue scripts. A user is classified as having

a particular level of proficiency and he receives the dialogue

appropriate to that level. But this too can lead to problems.

In any large facility such as an information retrieval system,

it is entirely possible for a user to be very proficient in

some but not all areas of the system. Classifying him strictly

as a novice or expert is wrong in both cases. lo solve this

problem, the proposed system uses an implicit rather than

explicit separation of novice and expert. This Is accomplished

by allowing access to options only when the user asks for them.

Thus the more the user knows about the system, the more faci-

lities he has at hls disposal. The novice is thereby protected

from options which he does not understand. Tutorials are also

presented only on request. Because of this only a single set

of tutorials is needed and they can be reasonably long and clear.

The expert user who does not ask for a tutorial need never see

any and thus is not hindered by them. The only manifestation

of the novice facilities that an expert must see is the short

question:

491
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Do you need help in using the system?

This appears immediately after signon. Even this can be e.i-

minated by allowing a user status file to be stored between system

uses. Upon signing on, the user's status file is read and appro-

priate parameters, including his negative answar to the above

question, are set.

A few other characteristics of the proposed system also

help it-. the proper handling of both novice and expert users.

These are the multi-step processing technique and the ability

to compound commands on a single line. An expert, for example,

can put several system commands into a single input thus saving

time and effort. The same commands may also be eplit on a number

of lines for greater clarity. This and the multi-step process

are discussed in greater detail in section 4.

One final goal of the proposed system is the presentation

of useful tutorials. These messages must be easily .vailable

so that even the most confused user can get help. One simple

method is to use a single question mark "?" as the tutorial

request. The tutorials must reflect the specific place in the

dialogue there they are called. In addition, they must take

into :onsideration the commands and options that the user has

already specified. Tutorials are also useful in treating errors.

When an erroneous input is detected, the system automatically

produces a tutorial approprii,:e to the place where the error

occurs. The incorrect input is an implicit indication that the

user needs help and thus the tutorial is appropriate at that

point.
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The design considerations presented in this section are

basically nontechnical. They stem from an effort to satisfy

within practical limits the basic conversational needs of tte

largest possible user population. The next section presents

a discussion of the actual implementation of such a system.

4. Implementation of the Conversational System

This section discusses the implementation of the conver-

sational system. The major obstacle in the process is the fact

that the Cornell University Computing Center has at present,

no facilities for user implementation of on-line systems.

The programs thus must all be run in the conventional manner

with batched input. This poses no real problem in the design

and operation of the system except in the area of testing it on

real users. But even this can be circumvented with aiequate

simulation.

A) Capabilities

The conversational system is designed to perform SMART-

like information retrieval operations. The capabilities built

into the present system include specification of a correlation

coefficient, search strategy and collection to be used. The

first two of these are provided with default values that are

used if nothing is explicitly specified by the user. There is

provision for submitting a query containing a number of data

base entry point references (subject, date, Journal, and author).

A search can be initiated and the user ^on request to see any

number of retrieved documents. In addition to these information
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retrieval operations, the user has available some commands to

the conversational system itself. These include requesting a

tutorial, asking to be guided through a retrieval operation,

and signing on or off. A fow other information retrieval opera-

tions, most notably relevance feedback, are deliberately omitted,

since the system is designed to test: the conversational and

natural language capabilities, and not to retest the informa-

tion retrieval techniques. The set of capabilities is selected

as typical of the inputs, outputs and internal processes

required in a larger system. Also relevance feedback is not

conductive to handling in natural language. While a user might

introduce a natural language input which indicates his desire

to perform relevance feedback, the actual submission of rele-

vancy judgements is best handled in a fixed format. Relevance

feedback and a few other capabilities would add little to the

significance of system experiwentation and hence are omitted.

13) Input Conventions

While it is the aim of this system to allow natural lan-

guage input, there are a few places where the use of natural

language is impractical. This is usually caused by the physical

characteristics of the conversational system or information

retrieval in general. One such instance is in setting off a

query from other types of input. A query may deal with any

subject area. For example it could ask for information about

some aspect of a conversational system. It could thus be indis-

tinguishable from a legal system command. For this reaJon,

the user rather than the system, must perform the discrimination
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between queries and commands. This is accomplished by simply

prefacing each query with "QUERY" or "Q". This adds litt7e to

user effort and eliminates what might be an impossible system

task. Another area where fixed format is necessary is in

search initiation. Unlike other operations in a conversational

system which require only a few computer cycles, the search is

relatively costly in computer time. It is therefore desirable

to avoid uncalled for searches. Also, searches should not be

initiated until the user is satisfied with his query and search

specifications. For these reasons, searches are performed only

upon an explicit signal ("GOSEARCH") from the user. A third

fixed format input is the request for a tutorial. This is

accomplished by typing a single question mark ("?"). Fills is

done strictly for user convenience. In this way, even the

most confused user can receive a message appropriate to his

present dialogue position. Tutorials are also automatically

generated when a user introduces an incorrect input. The final

fixed form input is the SIGNON command. In an actual on-line

implementation, it is quite possible that this command will

be handled by a supervisor program which controls all on-line

operations. Thus the natural language analysis facility may not

be present to process this input. The remainder of the inputs

may be posed in natural English.

C) The Structure of the Process

The structure of the conversational system may be viewed

as graph. The nodes represent user decision points and th,r

edges represent possible alternatives and system actions. As

4 9 J
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the user progresses through his dialogue, he moves from node to

node in the graph. The action is much like that of a finite

automaton. At every pof.nt in the dialogue, the us,r is at some

system node. lire combination of this current node and the user's

input at that point determine the action to be performed (ana-

logou.s to the output of the automaton) and the node to which

control is passed after the action is completed. This strategy

allows the system to be throught of as a set of modular units.

Each unit corresponds to a node and each has associated with it

the suhset of inputs that are legal at that point, as well

as the associated actions. The input processing is thus greatly

simplified since at each node ch! system need only test for

those inputs that are legal. All other inputs are illegal even

tho'igh they might be acceptable at some other point in the dia-

logue. The modular approach also facilitates some degree of

disambiguation. Some inputs are ambiguous when considered with

respect to the total set of system inputs. However, many become

unambiguous within the context of c single node. The simplest

example is the tutorial request ("7"). The question mark by

itself is not enough to determine which of the many'tutorials

is desired. But the combination of the question mark and the

current node performs the disambiguation and the proper mes-

sage is presented.

D) Template Analysis in the Conversational System

There are two main jobs to be performed in a natural lan-

guage conversational system. The first is the natural language

analysis reqL4red to transform the input to a machine-usable
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form. The second job is bookkeeping. The system must keep

track of the user's present position in the dialogue, the

legal inputs as well as the successor node associated with

each input. It seems relatively clear that the template analysis

process introduced by Weiss (311 is sufficient to hardle the

natural language analysis task. The expected input consists of

queries and system commands coming from some sort of on-line

terminal. They thus conform exactly to the user restricted

input for which template analysis is designed. While more

complex systems would produce a more rigorous analysis of the

input, template analysis can provide all the information that

is needed from the input and at a considerable saving in time

over other methods. Thus template analysis appears tc be the

ideal natural language anlaysis technique for this application.

Upon first analysis the bookkeeping task seems outside the

realm of template analysis. But a-Aually, the most efficient

way in which to implement this task is to imbed it within te

template analysis structure. This is done as follows. Each

template is applicable to only one node, which is called its

host node. Thts is indicated by appending the host node number

to the template concept numbers. Since template concept numbers

range from 11 to 999, this appending can be accomplished by

adding the desired node number times 1000 to the concept number.

Each template contains a set of concept numbers, a key word,

and a link to an action routine that is to be executed if that

template is matched. Some additional information must be added

for the conversational application. Each template must contain

a next node: immediate (NNI) number which tells the node to

49'
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which control is to be transferred immediately after execution

of the associated template action. It is sometimes useful to

defer transferring to a new node until all possible executions

of the template action have been performed. For example in

cases where a number of similar pieces of information must

be picked up from one input. In this case, NNI refers to the

host node. A second value, the next node: final (NNF) then

indicates the node to which control is transferred after all

actions at the current node are complete. In the examples in

Fig. 2 below, template A and B are both applicable only in node

5, and both match the same input substring. After matching,

however, template A calls action routine 51, and control is

then immediately transferred to node 2. Template B causes

action 55 to be performed and control remains at node 5.

Finally, after all possible node 5 matches have been processed,

control passes to node 3. In cases such as A where NNI causes

a transfer to a node other than its own, the NNF value is

ignored.

NNI NNF ACTION TEMPLATE CONCEPTS

A

B

2

5

-

3

51

55

5011, 5012, 5013

5011, 5012, 5013

Sample Conversational Templates

Fig. 2

In order to match the proper templates, the input must be

made to reflect the current node (CNODE) in the dialogue. Upon

reading a,i input, the current node times 1000 is added onto each

9 ti



XV -17

input concept. Also, after every node change, the old node

number is stripped off thu input and the new node times 1000

added on. Thus the input reflects the current node in exactly

the same way in which the templates reflect their host nodes

and hence proper matching occur;;. In this way the template

process itself keeps track of the current node, Cie legal inputs

for each node and the successor node function. This operation

is summarized in the scheoatic in Fig. 3. An input is read

and each word is assigned a numeric concept by a dictionary

lookup. The input is then set to reflect the current node i .

A scan is made of the en -ire templat' set in search of a match.

However, only those templates whose host node is i have any

chance of matching. If a match in this subset is fund, the

associated action is performed and the next node path is fol-

lowed.

Fig. 4 indicates the node structure of the conversational

system. Node 2 is the supervisor. After the initial signon

phase, operations generally start and end in node 2. Most

operations are two step processes. First, in node 2, the input

is analyzed and the type o: operation that it specifies is

determined. Control then passes to the appropriate new node.

Second, in this new node, the exact operation is determined and

executed. Control is then returned to node 2. As an example

consider the input

USE THE COSINE CORRELATION.

In node 2, it is determined that a correlation is to be speci-

fied and control passes to node 12. In node 12, the specific
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INPUT

LOOKUP 1111.'" DICTIONARY

SET INPUT
d TO REFLECT

CNODE

1--
CNODE

TEMPLATE
ANALYSIS

1
PERFORM
ACTION

RESET
NODE

APPLICABLE APPLICABLE

TO NODE 1 TO NODE 2

APPLICABLE

TO NODE N

(1)

T=TEMPLATE
A=ACTION

N=NEXT NOD:

Schematic of Coiversational Operation

Figure 3
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12.
SPECIFY

CORRELATION

[10.
SPECIFY

COLLECTION

SIGNON

4.

INTRODUCTORY
MESSAGE

MASTER

SET
GUIDE
FACILITY

I
AV

SEARCH
1A

11. SPECIFY
SEARCH

ALGORITHM

3. SEE
MORE

DOCUMENTS?

7. SEE
RETRIEVED
DOCUMENTS

Conversational Node Structure

Figure 4
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correlation coefficient (i.e. cosine) is detected and noted.

Control then goes back to node 2.

There is no necessity that the commands for two step opera-

tions appear on the same input line. For exampl e, simply.

typing "CORRELATION" causes a transfer of control from 1-ode 2

to 12. The system then waits in 12 for further instructions.

Strictly for the sake of convenience a special feature is used

in cases like this. Whenever the system finds itself waiting

in a node other than 2 it knows that an incomplete input has

been entered. A special routine is therefore called to print

a message appropriate to the current node. This aids the user

in completing the input as is shown below. :n this example

and in all other samples of conversational scripts, user input

is identified b" a leading "U:".

U: CORRELATION

SPECIFY A CORRELATION

U: COSINE

Not only can inputs be spread out over several lines,

;ever-.l inputs can also be compounded onto a single line.

Fr,r example

U: PERFORM A FULL SEARCH ON THE PHYSICS COLLECTION

Win THE COSINE CORRELATION.

As is seen in the detailed flow chart in Fig. 5, once an input

is read, it is processed repeatedly until all alid template

matches are exhausted. This results in an exit from box 6 via

failure. Since this same exit is taken regardless of how many
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12.

INITIALIZE
CNODE TO I

iv

. TEMPLATE
SEARCH

UNSUCCESSFUL

8. NNFIN=NNF(TN)

111.1.

9. CNODE=NNI(TN$

10. SET INPUT TO CNODE
MINIMIO 1

NO

V

CNODE--.NN I (TN)

Conyers, 'ional Control Algorithm

Figure 5
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12.

DID THE INPUT
HAVE AT LEAST
ONE MATCH?

13.

PRINT
ERROR
MESSAGE

14.

FORCE

INPUT

YES

18FORCE
GUIDE

INPUT # GCOUNT

GCOUN1=GCOUNT+1

15. IS

GUIDE
ON?

NO

16.

NNFIN=-1

17.

CNODE=NNFIN

NOTE: NNFP! is the rext node: final value. It is initialized to -1
before template matching begins. If no templete matches are found,
it will still be -1 ac box 16. This indicates that control is to
remain at the current node.

Conversational Control Algorithm

Figure 5 (Cond.)
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or few, template matches occur in the input, a test must be

made to see if at Last one match occurs (box 12). If not,

the input is not valid and a diagnostic must be presented to

the user. The system prints a short general error message,

erases' the current input and replaces it by a question mark.

Control is then passed back to the input analysis section.

This results in the appropriate tutorial being shown to the

user. This process of supplying diagnostics by allowing the

system to force in a special input and then treating this as a

normal user input is also used in the implema.ntation of the

guide facility which is discussed below.

E) The Guide Facility

In the original proposal for this system, a desire is

expressed to provide a prompting facility to guide a novice

user, step by step, through an actual retrieval operation.

When a user signs onto this conversation system, he receives

a brief introductory message:

Do you need help in using this system?

If the user is familiar with the system he can simply answer

NO and he sees no more of the prompting script. If his answer

is YES, he receives a somewhat longer introduction to the

system (See Fig. 6) and is then asked if he wishes to be guided

through a retrieval operation. If not, the system operates

normelly and ao prompting is given. If on the other hand, his

answe': the second question is YES, the guide facility is

turnec. on. The guide subroutine has a set of special strings

of the form:
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:general operation> ?

These include foi example:

CORRELATION

SEARCH

QUERY

etc.

Each time the guide subroutine is called (see Fig. 5, boxes

18 and 19) it forces its ith string into the input area,

increases i by one, and transfers control back to the input

analyzer. These special inputs have the effect of performing

the first half of a two step operation and then generating a

tutorial. All the user has to do is respond in turn to each

tutorial thus completirg the second half of the two step pro-

cess. When the guided retrieval process is finished, i is

reset to one and the user is asked if he wants to be guided

again.

F) Tutorials

There is a tutorial associated with each system node.

When the user types a question mark, he is given the tutorial

appropriate to his current node. The tutorials for all nodes

except 2 provide instruction on the specific type of input

expected. Unlike other nodes which have a very limited legal

input set, almost all options are available from node 2. A

different and more detailed form o( tutorial message is neces-

sitated in this case. The node 2 tutorial consists of two

parts: the present status and the available options. The
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status retort provides a summary of the specifications that the

user has already made. The available options are presented

as a list of tasks that are currently legal. Each c?tion in

the list has an identifying letter so that the user may pick it

simply by typing the letter.

Fig. 6 shows some actual scripts produced by the conver-

sational system with various levels of users ranging from

novices who use the guide facility (Fig. 6A) to highly know-

ledgeable experts. The scripts include both correct and in-

correct inputs as well as the various tutorial forms. The

program which performs the conversation is written in G-level

FORTRAN-IV. It consists of about 1300 FORTRAN statements and

includes 35 subroutines and entry points. The program uses two

output streams. One is used for diagnostic output. This is

useful in debugging and in determining if the progtam's internal

operations are working properly. The second stream is the con-

versational output which would be displayed on the user console.

Timing statistics for the system are presented in section 5.

5. Experimentation

The experimentation tests the system w:.th actual user'; and

analyzes the results ooth with respect to system performance and

user performance. The user population used represents a fairly

broad spectrum of potential conversational system users with

varying degrees of knowledge of information retrieval. She

experiment for each user consists of tvo parts. First, the user

is given a brief introduction to the systeu. Basically he is

told that this. is a conversational information retrieval system

50
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U: SIGNON
SMART ON-LINE...DO YOU NEED HELP IN USING THE SYSTEM?
U: YES
THIS IS A NATURAL LANGUAGE CONVERSATIONAL
INFORMATION RETRIEVAL SYSTEM. THE SYSTEM RFTRIEVES
DOCUMENTS IN RESPONSE TO ENGLISH QUESTIONS. YOU MUST SELECT
A DATA COLLECTION TO BE SEARCHED. IN ADDITION YOU CAN
SELECT SEARCH STRATEGIES AND CORRELATION OR ALLOW SYSTEM
DEFAULTS. IF YOU NEED HELP AT ANY TIME IN YOUR DIALOGUE,
TYPE "?" AND YOU WILL RECEIVE A TUTORIAL APFROPRIATE TO YOjR
PRESENT POSITION IN THE DIALOGUE. FOR FULL INFORMATION
CONSULT THE MANUAL.

DO YOU WISH TO BE GUIDED THROUGH A RETRIEVAL PROCESS?
U: YES
THE FOLLOWING COLLECTIONS ARE AVAILABLE FOR SEARCH
(SELECT BY NAME OR LETTER).

A. ENGINEERING
B. BIOLOGY
C. LITERATURE
D. CHEMISTRY
E. PHYSICS

U: A
THE FOLLOWING CORRELATIONS ARE AVAILABLE. CONSULT
MANUAL FOR FORMULAS.

A. COSINE (DEFAULT)
B. OVERLAP

U: COSINE
THE FOLLOWING SEARCH STRATEGIES .4RE AVAILABLE.

A. FULL SEARCH (CONSULT MANUAL BEFORE USING)
B. CLUSTERED (DEFAULT)

U: CLUSTER
YOU MAY NOW ENTEX YOUR QUESTION. IT CAN BE IN NORMAL
ENGLISH AND PAY CONTAIN SPECIFICATIONS FOR DATES (YEAR),
JOURNAL, AND AUTHOR.
U: INFORMATION ON ORDERING OF RECURSIVE FUNCTIONS BY THE
U: DIFFICULTY OF COMPUTATION
YOU MAY NOW INITIATE A SEARCH BY TYPING GOSEARCH
U: GOSEARCH
SEARCH UNDER WAY, EXPECT DELAY
SEARCH COMPLETE

CONVERSATIONAL DIALOGUE

Fig. 6A

Jr0
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INDICATE HOW MANY DOCUMENTS
IF NON TYPE "NONE".

YOU WANT TO SEE.

U: GIVE ME 5
RANK 1 DOC 91 CORR = 0.9896705
RANK 2 DOC 11 CORR = 0.9791623
RANK 3 DOC 42 CORR = 0.8563247
RANK 4 DOC 40 CORR = 0.8002142
RANK 5 DOC 45 CORR = 0.7656324
DO YOU WANT TO SEE MORE?
U: YES 5 MORE
RANK 6 DOC 98 CORR = 0.6665342
RANK 7 DOC 25 CORR = 0.5542100
RANK 8 DOC 32 CORR = 0.4022313
RANK 9 DOC 89 CORR = 0.3987652
RANK 10 DUC 41 CORR = 0.3654201
DO YOU WANT TO SEE MORE?
U: NO THANK YOU
SMART ON-LINE...DO YOU NEED HELP IN USING THE SYSTEM:
U: NO
U: ?

PRESENT STATUS:
SEARCH ENGINEERING COLLECTION
COSINE CORRELATION
CLUSTERED SEARCH
NO QUERY HAS BEEN SPE4.,IFIED YET

AT THIS POINT YOU MAY:
A. SPECIFY A DOCUMENT COLLECTION
B. SPECIFY A SEARCH ALGORITHM
C. SPECIFY A CORRELATION COEFFICIENT
D. SUBMIT A QUERY
F. LOOK AT SOME RETRIEVED DOCUMENTS
G. START OVER
H. SIGNOFF

U: H. SIGNOFF
SIGNOFF ACCEPTED

CONVERSATIONAL DIALOqUE

Fig. 6A

(cont'd)
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U: SIGNON
SMART ON-LINE...DO YOU NEED HELP IN USING THE SYSTEM?
U: NO
U: YES
INPROPER INPUT
HELP FOLLOWS
PRESENT STATUS:

SEARCH PHYSICS COLLECTION
COSINE CORRELATION
FULL SEARCH
NO QUERY HAS BEEN SPECIFIED YET

AT THIS POINT YOU MAY
A. SPECIFY A DOCUMENT COLLECTION
B. SPECIFY A SEARCH ALGORITHM
C. SPECIFY A CORRELATION COEFFICIENT
D. SUBMIT A QUERY
F. LOOK AT SOME RETRIEVED DOCUMENTS
G. START overt
H. SIGNOFF

U: Q. 1970 LASER ARTICLES
QUERY SUMMARY: DATE = 1970
U: 4

YOU CANNOT SEE DOCUMENTS UNTIL A SEARCH HAS BEEN PERFORMED
COMMAND IGNORED
U: GOSEARCH
SEARCH UNDER WAY, EXPECT DELAY
SEARCH COMPLETE
U: 4

RANK 1 DOC 56 CORR = 0.9828174
RANK 2 DOC 5 CORR = 0.9620456
RANK 3 DOC 81 CORR = 0.8022564
RANK 4 DOC 21 CORR = 0.6553271
DO YOU WANT TO SEE MORE?
U: NO
n: SIGNOFF
SIGNOFF ACCEPTED

CONVERSATIONAL DIALOGUE

Fig. 6B
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U: SIGNON
SMART ON-LINE...DO YOU NEED HELP USING THE SYSTEM?
U: NO
U: ?

PRESENT STATUS;
NO COLLECTION SPECIFIED YET
COSENE CORRELATION (BY DEFAULT)
CLUSTERED SEARCH (BY DEFAULT)
NO QUERY HAS BEEN SPECIFIED YET

AT THIS POINT YOU MAY:
A. SPECIFY A DOCUMENT COLLECTION
B. SPECIFY A SEARCH ALGORITHM
C. SPECIFY A CORRELATION COEFFICIENT
D. SUBMIT A QUERY
G. START OVER
H. SIGNOFF

U: CORRELATION
PLEASE SPECIFY A CORRELATION
U: ?

THE FOLLOWING CORRELATIONS ARE AVAIABLE FOR SEARCH.
CONSULT MANUAL FOR FORMULAS.

A. COSINE (DEFAULT)
B. OVERLAP

PLEASE SPECIFY A CORRELATION
Ut B

U: FULL SEARCH OF THE PHYSICS COLLECTION
U: Q: MU MESON PARTICLES

GOSEARCH
SEARCH UNDERWAY, EXPECT DELAY
SEARCH COMPLETE
U: I WANT 5 DOCUMENTS
RANK 1 DOC 53 CORR = 0.86547531
RANK 2 DOC 41 CORR = 0.7024357
RANK 3 DOC 49 CORR = 0.6654654
RANK 4 DOC 9 CORR = 0.5557575
RANK 5 DOC 17 CORR = 0.4302142
DO YOU WANT TO SEE MORE?
U: DO
U: SIGNOFF
SIGNOFF ACCEPTED

CONVERSATIONAL DIALOGUE

Fig. 6C
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and that he must type "SIGNON' to begin. From then on, the user

is on his own. The intent here is to sec if the uninitilted

user elects the guide option and if so, is the user successfully

able to complete a retrieval operation using the guide facility?

In the second experimental phase, the user tries to be more of

an expert. Using information he has learned during the guided

operation and some additional instruction, the user performs

a second retrieval operation. This second operation is done

without the aid of the guide facility. The sample scripts in

Figure 6 are the actual results these experiments with a few

of the users. Results must be analyzed with respect to both

system and user performancl. the most part, system per-

formance can be measured objectively while user performance is

more subjective.

A) System Performance

The basic measure of system performance is simply how many

inputs are handled correctly out of the total number seen.

This can be divided up since inputs arrtve from several sources.

Most inputs come directly from the user, but some are forced

into the input area by the system itself. An input may be legal

or illegal. Most illegal inputs are requests for options not

accessible at the current node. If it is legal, a correct

analysis is produced if the system performs the action intended

by the user. For an illegal input, a correct znalysis I3kes

the form of noting the error and printing an appropriate mes-

sal6e. Figure 7 shows for each input type, the total number

of inputs, and the number analyzed correctly and Incorrectly.
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CONVERSATIONAL ANALYSIS

INPUT TOTAL l CORRECT # INCORRECT % CORRECT

LEGAL 295 293 2 99.3

ILLEGAL 10 8 2 80.0

FORCED 71 71 0 100.0

TOTAL 376 372 4 98.9

Summary of Conversational System Performance

Figure 7

:n addition it shows the percent of correct analyses associated

with this operation. Thesc results indicate a very high level

of performance for the system. Not only does it handle valid

inputs successfully, but it is also able to detect !nvalirl inputs

and treat them properly. The total number of inputs shown in

Figure 7 is actually greater than the total number of input lines.

This is because several inputs may be compounded onto a single

10 User Performance

Tte meas .ires of urer performance are necessarily more sub-

jective than those of system performance. However, Chase results

can provide useful information into the overall validity of

this type cf approach to a cow,ersational imp1ement3tion.

For each user, at least two dialogues are conducted; one

with the user having a minimum of system knowledge, Lnd one

where he has more instruction and previous experience. On the

first try, every user responded properly to the initial system

question and vas able to turn on the guide facility. Then using

5 1 o'
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the guide facility, all but one user was able to successfully

complete a simple retrieval process. The one exception did not

understand the use of the word "default". After this was

expl'ined, the operation progressed normally. In general, all

users were able to respond properly to the guide questions.

The only major problem o,curred at the eld of the guided dia-

logue where the process is recycled and started again. It was

Lot obvious tf, the user at this point, how he could sign off.

But most users knew enough to request a tutorial which then

explicitly displayed the available options; SIGNOFF being

one of them. An example of this situation appears in Figure

6A. A slight modification of the final guide process can rec-

tify this.

Having been guided through retrieval operation supplies

the user with a great deal of insight into the use of the

system. Using this experience and a small amount of added

instruction to fill in any areas not touched by the guide faci-

lity, the user next attempts a normal (unguided) dialogue. All

of the users tested were able to conduct a reasonable dialogue

without outside help. A few of the users who had previous

information retrieval experience were able to perform a highly

compatent retrieval after only a single introductory guided pro-

cess. Of course nearly all of the users became stuck ac some

point and had to request a tutorial. Of the 32 tutorial calls

made by all users, all but one supplied the information neces-

sary for the user to continue. in some cases where the user

received the master status tutorial, the single message answered

several of the user's questions. He was then able to continue
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by making several references back to the same message. The

one situation in which the tutorial did not help occurred when

a user requested a tutorial during a guide process. Since

the guide facility cperates by generating successive tutorial

messages, the user's request resulted in e repeat of the rre-

viously printed message. Thus the tutorial presented no new

information. The user, however, was able to extricate himself

by recuesting a default option. In all the d:ralogues there

was no case in which a user was forced to stop because he

became hopelessly lost.

At the conclusion of each user dialogue he is asked his

opinion of the system. The reaction of nearly all the users

was favorable. They found the system both simple to learn and

use. The tutorial facility is very well received, especially

the convention of printing the appropriate tutorial in response

to an erroneous input. Most of the critical comments center

around revision in the wording of the various messages. A few

of these messages are felt to be insufficiently clear to a new

user. One user suggested that tutorials riot only explain their

options but also provide some samples of appropriate valid

inputs. This comment, however, appears to be based on user

timidity more than anything else. Unlike others, this user did

tot fully appreciate the natural language capabilities of the

system and was afraid of submitting an erroneous input. He

therefore wanted the sample input as a highly structured guide-

line for his input. But because of the ability of the system

to treat natural language, such guidelines are unnecessary.

5 16
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The overall feeling of the user is that the system provides

an easy to use yet sufficiently rigorous conversational inflrma-

tion retrieval 2acility. In addition the control conversational

dialogue can be performed at each user's particular level of

competence.

C) Timing

No analysis of i potential on -line system is complete without

saying something about processing time. The current conversa-

tional program is written in FORTRAN and contains a great deal

of diagnostic processing and output, as well as ether debugging

aids. It might therefore be considered that the timing statis-

tics for the progran would be somewhat worse than could be

achieved using more efficient production programming techniques.

Hoqever, these results do give a general idea of the processing

speed. The timing of each operation varies from about 50 to

150 milliseconds. The complete set of 376 operations is performed

in 37.057 seconds cr about 0.1 second per input operatit,n.

When considering an actual console user, a rather conservative

estimate for the average time between inputs (that is the time

between end of input signals) is 10 seconds. In practice this

average is probably higher. Thus at the rate of 10 conversa-

tional operations per second, the current system could adequately

support a network of 100 consoles and supply one second or bet:Er

of response time. Even with the inefficient code and conserva-

tive estimates, this xs clearly within practical limits.

516
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6. Future Extensions

There are a number of areasfor future e_ddy with respect

to the conversational system. First is a user storage facility.

With this capability a user could store various aspects of

his dialogue, such as queries ox retrieved documents, for future

use. In addition, a user could store parameters which would

be automatically set at sign-on time. This would eliminate the

need to specify the parameters each time he used the system. In

addition the system can keep various statistics about its

own performa,tce which are valuable in evaluating and improving

the system.

Carrying the storage capability one step further, the

conversational system could be equipped with a learning sub-

system. A user could then specify his own notation along

with more conventionally stated equivalents. The system would

then learn the user's special requirements. In this way a

user could tailor the conversational system to his exact needs

and conventions. The learning process could also be used in

the treatment of erroneous; inputs. This is shown in the sample

script below. The user er.oneously requests a nonexistent

"BOOL" correlation. The system notifies him of his error

and requests clarification and whether the incorrect input

should be learned. After answering affirmatively, the user may

then use "overlap" or "boo!" interchangeably.

U: BOOL CORRELATION

INCOR4ECT CORRELATION, PLEASE CLARIFY AND

INDICATE IF INPUT SHOULD BE LEARNED.
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U: YES, OVERLAP

UNDERSTOOD; BOOL = OVERLAP

Thus the learning process provides a way of meeting the partl-

cular needs of each individual 'iser.

Some further work must also be done with respect to user

terminals. Currently the most popular on-line communcation

device is the teletype console. These are easy to use sad

relatively inexpensive. The most serious drawback is their slow

output speed. A fairly simple tutorial may take 30 seconds

or more to print. This can frustrate the user and needlr'ssly

tie up the terminal. Another type of terminal is based on a

cathode ray tube (CRT). These permit almost instantaneous

display of messages. In addition, part of the screen may be

devoted to a prompting area. to this way the user always knows

where he is in his dialogue and what options are currently

available. Some CRT units have a light pen which allows selec-

tion of options by merely pointing the pen at the name of the

desired option on the screen. However, there are several problems

with CRT displays. First, the added hardware needed to drive a

CRT makes them v'ry expensive. Some work is being done by

Bitzer (1) on the design of an inexpensive vis-Jal display

unit which user; a plasma screen and slide projector. However,

these are not yet commercially available. Alse the CRT produces

pc hard copy. A user might thus have to copy a long list of

document numbers from the screen. The solution to this may

be supplied by devices which contain, both a visual and a hard

copy facility. The user conducts his dialogue on the CRT.

Whenever ha receives something he wants saved, he indicates the

5
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appropriate subset of the script which is then printed. Such

a device is currently being used experiemntally by the RIQS

System at Northwestern University [13].

Another area for future study is the mann2r in which docu-

ments are displayed to the user. SMART and a number of other

systems normally display only the document number. At best

document numbers provide minimal information about the dccument's

content. It might be better to store document titles or even

abstracts on-line so that they may be seen by the user. This

could be done best using a high capacity, low speed peripheral

storage device. However, the expense of the dedicate,1 storage

device along with the prospect of having the terminal tied up

printing abstracts, may make this technique uneconomical.

Another possibility is to store document abstracts on microfiche.

A set of microfiche and a reader would be supplied at each

terminal station. The user would get a list of document

numbers from the information retrieval system and then look

them up off-line .t the reader. Not only is the physical equip-

ment for this cheaper than an on-line file, but also the fact

that the scanning of abstracts is done off-line frees up the

terminal for more useful work.

The fourth and probably most significant area for future

development is t%e anlaysis of the conversational user. It is

from this type of study that will come significant advances in

tailoring systems to the actual needs of the syster, user.

7. Conclusion

Conversationa infoematIcn processing has many advantages
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over conventional batch methods. In this study it is shown

that it is quite reasonable to conduct conversational infor-

mation retrieval in a natural language framework. Furthermore

the template analysis process proves to be a useful technique

not only for handling the natural language input tn a conver-

sational system, but it can take care of the bookeeping as

well. The conversational system implemented using these tech-

niques is shown by actual user experi-lentation to provide an

excellent communication medium between man and machine.
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